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This issue includes summary versions of cutting-edge research in four core 
areas: Poverty and Welfare, Children and Families, Race and Immigration, 
and Inequality and Mobility. As the articles address issues of central 
concern to poverty researchers, they include a rich diversity of disciplinary, 
theoretical, and methodological approaches—a remarkable tribute to 
Sheldon Danziger, who served as a mentor to all the papers’ authors. The 
papers were presented at the April 2014 conference “Poverty, Policy, and 
People: 25 Years of Research and Training at the University of Michigan.” 
The conference brought together students, colleagues, and friends of 
Danziger to celebrate the many contributions he has made to poverty 
research through his own scholarship, and as a mentor to over one 
hundred doctoral and postdoctoral students. 

Danziger began his career as an IRP Postdoctoral Fellow in 1974 and 
served as IRP Director from 1983 to 1988, before moving to the University 
of Michigan. At Ann Arbor, with additional funding from the Rockefeller 
and Ford Foundations, he established the Research and Training Program 
in Poverty and Public Policy. Through the program Danziger made 
fundamental contributions to increasing the diversity of poverty research 
and of poverty researchers across race, ethnicity, and gender, as well as 
discipline, area of study, and methods. He also went on to be the founding 
director, with Rebecca Blank, of the National Poverty Center, before 
accepting his current position as President of the Russell Sage Foundation. 

In these many roles, Danziger has established a reputation as a generative and generous scholar, teacher, and 
colleague, who sets a high standard for careful analysis, creative and original thinking, and clear writing, and makes 
critical investments to help others meet those same high standards as well. In these ways he has furthered our 
understanding of some of the most important issues facing this country today, and he has seeded and shaped a rich 
network of students and scholars for generations to come. The conference, and this issue of Focus, highlight the 
current research of some of these scholars, and underscore the strength and diversity of Danziger’s contributions 
to poverty research.

—Maria Cancian and Mary Pattillo, “Poverty, Policy, and People” conference organizers
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Poverty and welfare

Measuring progress in the fight against poverty

poverty. Finally, we need to consider whether the poverty 
line is an absolute or relative standard. That is, is the poverty 
line a set standard that is consistent over time, or does the 
relative position of the line change as our society gets richer 
or poorer?

In the United States, we have an official poverty measure, 
which is an absolute standard, calculated as three times what it 
cost to feed a family a nutritionally adequate diet in the 1960s, 
adjusted for inflation and family size. At the time the measure 
was created, families spent about one-third of their budget on 
food. This measure does not adequately measure the changing 
needs of families over time; what we consider to be a nutri-
tionally adequate diet has changed, and the share of the family 
budget spent on food has changed. In recent years, research-
ers at the Census Bureau and elsewhere have worked hard to 
develop a more useful measure of poverty, the Supplemental 
Poverty Measure. Table 1 shows a side-by-side comparison 
of the official poverty measure and the Supplemental Poverty 
Measure. This new measure is essentially set at the 33rd per-
centile of what people spend on food, clothing, shelter, and 
utilities, with adjustments for family size and composition. 
This leaves us with two different and competing standards of 
need. The official poverty measure has the advantages of be-
ing consistently available over a long period of time, and being 
easy to measure and explain. While the Supplemental Poverty 
Measure is harder to calculate, it does address many of the 
weaknesses of the official poverty measure. 

The poverty rate

The poverty line, however it is measured, is a needs standard; 
to come up with a poverty rate, it is necessary to measure 
resources. For the official poverty measure, the measure of 
resources is quite straightforward; pre-tax, post-transfer cash 
income. This does not, however, necessarily completely cap-
ture all of the resources that a given family has available to 
meet their needs. The Supplemental Poverty Measure instead 
uses post-tax, post-transfer cash income. That is, what a fam-
ily pays in taxes is subtracted; while tax credits important to 
low-income families, such as the Earned Income Tax Credit 
(EITC), are added. The Supplemental Poverty Measure also 
includes as resources near-cash in-kind benefits such as the 

Gregory Acs

Gregory Acs is the director of the Urban Institute’s Income 
and Benefits Policy Center

“The most important lesson from the War on Poverty is 
that government programs and policies can lift people 
from poverty; indeed they have for the past 50 years.”

—Economic Report of the President 2014

“Today, the poverty rate is stuck at 15 percent—the 
highest in a generation. And the trends are not en-
couraging. Federal programs are not only failing to 
address the problem. They are also in some significant 
respects making it worse.”

—The War on Poverty 50 Years Later, 
House Budget Committee Report 2014

The War on Poverty was declared 50 years ago, and as the 
quotes above indicate, opinion in Washington is divided on 
how successful that fight has been. In order to objectively 
measure progress against poverty, it is necessary to: (1) de-
fine what we mean by poverty; (2) agree on how we are going 
to measure it; and (3) consider what would have happened if 
the existing policies had not been in place.

The poverty line

What do we mean when we talk about people being in pov-
erty? Do we mean people whose resources are so constrained 
that their very lives are in danger? Or, do we want to set a 
threshold above which no concern is warranted? In fact, it is 
not possible to have a single measure that does both of these 
things, so attempting to identify one “poverty line” risks 
muddying the conversation. There are also issues of timing; 
poverty is conventionally measured over a one-year period, 
but income can fluctuate greatly during that period, and even 
a short-term period of significant need could have a serious 
negative effect on the person or family experiencing it. This 
would indicate the need for some shorter-term measures. 
However, we also need some measure of long-term, chronic 

Three panelists spoke on the topic of poverty and welfare. Greg Acs gave an overview of how to measure progress in the fight 
against poverty, highlighting recent advances in measurement practices. Colleen Heflin presented findings from a study on family 
instability and the risk of material hardship, concluding that transitions in material hardship are more common than changes in 
poverty status. Marci Ybarra discussed findings and policy implications from an examination of work-exempt TANF participants 
done with Jennifer Noyes, suggesting that it may be worth considering ways to target services towards specific needs. This set of 
articles summarizes their presentations.
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Supplemental Nutrition Assistance Program (SNAP) and 
housing assistance, and subtracts non-discretionary costs 
such as medical, child care, and work expenses. 

What do these two different measures say about the 50-year 
trend in poverty? Figure 1 shows both measures over the 
period.1 The lower line shows the official poverty measure. 

While there is some cyclical variation, there is no consistent 
progress between 1967 and 2012. The upper line shows the 
Supplemental Poverty Measure as measured in 2012, then 
adjusted backwards over time using the Consumer Price 
Index. This measure, in contrast to the official poverty mea-
sure, shows some significant progress; a 38 percent drop in 
poverty between 1967 and 2012.

Table 1
Poverty Measure Concepts: Official Poverty Measure and Supplemental Poverty Measure

Official Poverty Measure Supplemental Poverty Measure

Measurement Units Families and unrelated individuals All related individuals who live at same address, incl. any coresident unrelated 
children who are cared for by the family (such as foster children) and any co-
habitors and their children

Poverty Threshold Three times the cost of a minimum food diet 
in 1963

The 33rd percentile of expenditures on food, clothing, shelter, and utilities 
(FCSU) of consumer units with exactly two children multiplied by 1.2 to add 
20% for all other necessary expenses

Threshold Adjustments Vary by family size, composition, and age of 
householder

Vary by housing status: owners with mortgages, owners without mortgages, and 
renters. Geographic adjustments for differences in housing costs (using ACS) 
and a three-parameter equivalence scale for family size and composition

Updating Thresholds Consumer Price Index: All items Five-year moving average of expenditures on FCSU

Resource Measure Gross before-tax cash income Sum of cash income, plus in-kind benefits that families can use to meet their 
FCSU needs, minus taxes (or plus tax credits), minus work expenses, minus out-
of-pocket medical expenses (reported)

Source: D. S. Johnson and T. M. Smeeding, “A Consumer’s Guide to Interpreting Various U.S. Poverty Measures,” Fast Focus No. 14-2012, based on K. Short, 
“The Research Supplemental Poverty Measure: 2011,” Current Population Reports, P60-244, November 2012, U.S. Census Bureau.

Note: ”Family” as defined by the Census Bureau is “a group of two people or more related by birth, marriage, or adoption and residing together; all such peo-
ple (including related subfamily members) are considered as members of one family.” http://www.census.gov/cps/about/cpsdef.html

Figure 1. Official and anchored Supplemental Poverty Measure rates, 1967–2012.

Source: C. Wimer, L. Fox, I. Garfinkel, N. Kaushal, and J. Waldfogel, “Trends in Poverty with an Anchored Supplemental Poverty Measure,” IRP Discussion 
Paper No. 1416-13, Institute for Research on Poverty: Madison, WI, December 2013.
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Figure 2 shows that the reason for the substantial measure-
ment difference is how resources are counted. The bars 
show how much lower the official poverty measure would 
have been had a particular resource been counted. So, for 
example, refundable tax credits such as the EITC and the 
Child Tax Credit have lifted many families out of poverty; 
overall poverty would have been about 3 percentage points 
higher without these credits, while child poverty would have 
been over 6 percentage points higher. SNAP and other nutri-
tional assistance programs such as the Special Supplemental 
Nutrition Program for Women, Infants, and Children (WIC) 
and school lunch have also played a role in helping to lift 
families out of poverty.

What would have happened in the absence of 
antipoverty programs?

The drop in measured poverty due to counting additional 
resources is, of course, a mechanical effect, but these pro-
grams also have behavioral effects. The second clause of the 
House Budget Committee quote shown at the beginning of 
the article suggests that in addition to failing to address the 
problem of poverty, federal programs had in fact made it 
worse. Since these antipoverty programs may have changed 
people’s decisions about things like going to work and fam-
ily formation, simply adding their cash value means poten-
tially missing part of the story. We must also consider what 
would have happened in the absence of these programs, and 
whether they do, as the House Budget Committee charged, 
change behavior in ways that exacerbate poverty.

The Earned Income Tax Credit (EITC)

Although the EITC is designed to encourage work, some 
critics have suggested possible countering negative effects, 
since the credit begins to phase out around the poverty line 
and thus may discourage some work. There is also a concern 
that the credit induces some workers to accept jobs at a lower 
wage than they otherwise would have, thus depressing wages 
in the low-wage job market. In fact, research has shown that 
the positive effects of the EITC far outweigh any negative 
side-effects of the credit.2 Since the EITC has the net effect 
of encouraging work (and thus raising earnings above what 
they would have been in the absence of the credit) in addition 
to the actual value of the EITC, we are likely understating 
the antipoverty effect of the EITC by simply considering the 
simple addition of the credit amount to an individual’s or 
family’s resources.

Aid to Families with Dependent Children (AFDC) and 
Temporary Assistance for Needy Families (TANF)

Welfare reform in 1996 transformed “welfare as we know 
it,” from an entitlement program (Aid to Families with De-
pendent Children, or AFDC) with limited work requirements 
to a time-limited program designed to prepare participants 
for employment, the funding for which is provided in block 
grants to states (Temporary Assistance for Needy Families, 
or TANF). Welfare is now a relatively small program with 
limited antipoverty effects. To the extent that AFDC did 
function in the past as a work disincentive program, that was 
addressed by welfare reform in 1996. Although this program 
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Figure 2. Percentage effect of select resources on the Supplemental Poverty Measure rates in 2012.

Source: Author’s computations from the Census Bureau as reported in “The War on Poverty 50 Years Later: A Progress Report,” in the 2014 Economic Report of 
the President, Chapter 6. http://www.whitehouse.gov/sites/default/files/docs/erp_2014_chapter_6.pdf
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Clinical Outcomes,” The New England Journal of Medicine 368 (2013): 
1713–1722.

may have contributed to the rise in single parenthood, many 
estimates suggest that this effect was likely small.3

SNAP, housing assistance, and Medicaid

Many studies have been done on the work-disincentive 
effects of SNAP, housing assistance, and Medicaid, with 
estimates ranging from an earnings reduction of zero, to 20 
cents on the dollar.4 While there may indeed be some work 
disincentive effects, they appear to be small in comparison to 
the positive antipoverty effects of these programs.

Conclusions

By expecting one measure to comprehensively capture the 
concept of poverty, we are asking far too much of a single 
number. As researchers study and describe poverty, it is nec-
essary to use a much more nuanced set of measures. So, for 
example, we need not only an overall poverty rate, however 
that might be measured, but also an assessment of how many 
are in deep poverty, and how many are near-poor. We also 
need some time dimensions to indicate how many people 
are in these states of poverty persistently. On the resource 
side, even if we cannot easily place a value on certain types 
of resources and assistance (such as health insurance and 
health quality), we should not ignore those resources that are 
easy to value. For example, tax credits and SNAP benefits 
are very similar to cash and therefore easy to factor into any 
poverty calculation.

Counterfactuals also matter in discussing the value of a pro-
gram; even a flat poverty rate could be an indicator of a very 
successful program, if poverty would have been much higher 
without the program. For example, though poverty did rise 
during the Great Recession, how high would it have been in 
the absence of safety net programs?n

1The Census Bureau has released Supplemental Poverty Measure (SPM) 
poverty estimates for 2010 through 2012. The SPM data from 1967 to 2009 
used in the figure were calculated by Wimer and colleagues (see C. Wimer, 
L. Fox, I. Garfinkel, N. Kaushal, and J. Waldfogel, “Trends in Poverty with 
an Anchored Supplemental Poverty Measure,” IRP Discussion Paper No. 
1416–13, December 2013); official SPM poverty rates were introduced in 
2011 and are currently available only for 2010, 2011, and 2012.

2N. Eissa and H. W. Hoynes, “Behavioral Responses to Taxes: Lessons from 
the EITC and Labor Supply,” NBER Working Paper No. 11729, National 
Bureau of Economic Research, 2005; B. D. Meyer and D. T. Rosenbaum, 
“Welfare, the Earned Income Tax Credit, and the Labor Supply of Single 
Mothers,” Quarterly Journal of Economics 116, No. 3 (2001): 1063–1114.

3R. Moffitt, “The Effect of Welfare on Marriage and Fertility,” in Welfare, 
the Family, and Reproductive Behavior, ed. R. Moffitt (Washington, DC: 
National Academy Press, 1998), pp. 50–97.

4For SNAP, see H. W. Hoynes and D. W. Schanzenbach, “Work incentives 
and the Food Stamp Program,” Journal of Public Economics 96, No. 1 
(2012): 151–162; for housing, see B. A. Jacob and J. Ludwig, “The Effects 
of Housing Assistance on Labor Supply: Evidence from a Voucher Lottery,” 
American Economic Review 102, No. 1 (2012): 272–304; and for Medicaid, 
see K. Baicker et al., “The Oregon Experiment—Effects of Medicaid on 
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Family instability and the risk of material hardship

indeed being met. Second, material hardship measures have 
their own credibility in political discussions, as scholars on 
both the left and right agree that the provision of basic needs 
is distinct from meeting an income standard.2 Finally, it has 
been established that although income and material hardship 
are related, they are in fact different, and therefore require 
different measures.3 Many poor households do not experi-
ence material hardship, and some households with incomes 
above the poverty line do. 

Prior research documenting levels of material hardship has 
largely relied upon cross-sectional data, which cannot be 
used to examine transitions or persistence in areas of material 
hardship. The exceptions are data on nonrepresentative or 
specialized populations such as the Women’s Employment 
Survey or the Fragile Families and Child Wellbeing Study.4 
To add to this knowledge base, I examine material hardship 
in 2010 and 2011 using the nationally representative Survey 
of Income and Program Participation (SIPP), with a particular 
focus on demographic group differences between short-term 
and persistent experiences of material hardship. These data 
also offer an interesting feature of timing, since the first 
interview period occurred just after the official end of the 
Great Recession, while the second interview period was one 
year into the economic recovery. In order to develop a con-
ceptual model of how demographic group membership might 
translate into risk of material hardship, I first review previous 
literature on levels of material hardship and poverty, and what 
is known about short-term versus long-term exposure.

The material hardship measure that is most clearly docu-
mented is the food insecurity measure created by the U.S. 

Colleen Heflin

Colleen Heflin is Associate Professor in the Truman School 
of Public Affairs at the University of Missouri-Columbia.

The fiftieth anniversary of the War on Poverty this year has 
sparked discussion on many fronts. Researchers and poli-
cymakers have been taking stock of the nation’s progress in 
addressing disadvantage, and much of the public conversa-
tion has focused on changes in the official poverty rate, with 
some attention paid to poverty estimates using alternative 
poverty measures. Those who follow poverty trends know 
that the official federal poverty measure obscures much of 
the progress that the social safety net has made in reducing 
poverty, because it does not include in-kind benefits in its 
resource measure. The Supplemental Poverty Measure in-
troduced in 2010, which includes the value of programs such 
as the Supplemental Nutrition Assistance Program and the 
Earned Income Tax Credit, shows decreases in poverty and 
substantial declines in deep poverty as a result of public ex-
penditures. Much less attention has been paid to direct mea-
sures of material well-being, such as food insecurity, medical 
hardships, housing hardships, and difficulty in paying bills. 

What does examining material hardship add to the national 
conservation about our collective progress in the War on 
Poverty? First, income poverty measures indicate only 
whether households have been brought up to a particular 
income level that is deemed sufficient to meet their material 
needs.1 In contrast, material hardship measures look at what 
people actually have, and whether their material needs are 
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Figure 1. Trends in U.S. poverty rate and food insecurity rate.
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Department of Agriculture, and added to the Current Popu-
lation Survey in 1995. Figure 1 shows the U.S. poverty rate 
from 1959 to 2012, and the food insecurity rate from 1995 
to 2012. The U.S. poverty rate decreased steadily from 1959 
until the early 1970s then remained steady for a decade, be-
fore increasing dramatically during the economic recession 
of the early 1980s. Poverty declined slowly over the mid- to 
late 1980s, then rose again in the early 1990s. A period of 
extended economic growth again brought poverty down to 
historically low levels in the late 1990s, only to have it rise 
again in the short recession in the early 2000s, and then 
subsequently increase sharply. The pattern in poverty rates 
is not, however, echoed in food insecurity rates. Food insecu-
rity levels were below those for poverty by 1 to 2 percentage 
points from 1995 until 2008, when food insecurity exceeded 
the official poverty rate by just over 1 percentage point. From 
2009 to the present food insecurity and poverty are within 
0.50 percentage points of each other. 

Another dataset, the Survey of Income and Program Partici-
pation (SIPP), allows us to look at a wider set of material 
hardship measures. From the SIPP, we have consistent mea-
sures of a broad range of material hardship over nearly two 
decades, as shown in Figure 2.5 For a point of reference, the 
poverty rate is shown as a solid line. Levels of reported dif-
ficulty paying rent or mortgage (housing hardship), and dif-
ficulty seeing a doctor (medical hardship) look very similar 
over the period, dropping to a low level by 1998 and staying 
stable through the early 2000s, then rising again later in the 
decade. In 1993, about 10 percent of households reported 
difficulty in paying utilities. The level declines slightly dur-
ing the robust economic period of the late 1990s and the 
early 2000s, but only to a low of 9 percent in 2003, before 
slowly creeping upward in 2005, and then rising to the earlier 
1993 high in 2010. What is interesting about utility hardship 

is the how consistently it is reported through both good and 
bad economic periods. Difficulty meeting what the respon-
dent identified as the household’s “essential expenses” is 
reported by a higher percentage than those that meet the 
federal criteria for poverty in all survey periods except 1993; 
approximately 15 percent of all American households strug-
gle to meet their basic needs.6 The U-shaped curve indicates 
that any progress made during the strong period of economic 
growth at the turn of the century has been lost as a result of 
the Great Recession.

Material hardship over time 

I use data from the Survey of Income and Program Partici-
pation to explore changes over time in material hardship.7 I 
look specifically at five areas of material need: essential 
expenses, medical care, food, utilities, and housing.8 Figure 
3 shows how many participants reported hardship in each 
area in 2010 only, in 2011 only, in both years, or in neither 
year. For all categories of material hardship, of the propor-
tion reporting the hardship at either time point, about half of 
those experiencing it did so only at that time point, and half 
experienced it at both time points. The most common hard-
ship reported is difficulty meeting essential expenses; about 
22 percent report this problem in one or both years. Medical 
hardships are the second most common hardship reported, 
followed by food insecurity and utility hardships. Housing 
cost hardships were the least common, with about 90 percent 
of all households able to pay the full amount of their rent or 
mortgage in the last 12 months, and only around 10 percent 
unable to do so in one or both years. Overall, each of the 
hardships was reported at a slightly higher rate in 2011 than 
in 2010, but the differences were not statistically significant.
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Figure 2. Poverty and hardship: 1993–2011.
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When I look at changes in hardship as a function of disabil-
ity status, household size, household structure, and income, 
several patterns emerge. First, disability status is a clear 
predictor of each type of material hardship. This is likely 
because disability status affects labor market earnings, and 
also increases the consumptive demands on the households 
to cover additional medical expenses. Second, changes in 
earnings are more important than changes in total household 
income. Finally, while formal changes in marital status do 
not appear to be related to short-term changes in material 
hardship, the total change in the household size (the total 
number of adults and children) is found to be associated with 
a change in hardship status. 

Overall, these findings suggest that about half of those who 
experienced a particular material hardship during one time 
period also experienced it during the second time period. 
In contrast, about 70 percent of the population is below 
the federal poverty line at both time periods. This means 
that transitions in material hardship occur more frequently 
than do changes in poverty status. It is also notable that the 
proportion exiting from each hardship domain from 2010 to 
2011 is matched by the proportion entering. Thus, common-
ly used cross-sectional measures of material hardship have 
understated the proportion of the population experiencing 
the consequences of material deprivation, such as children 
growing up without enough food to eat, or having utilities 
shut off. We have much more to learn about the triggers as-
sociated with transitions in hardship status. It is likely that 
shocks associated with a period of material hardship are not 
the same factors that are associated with a return to economic 
well-being.n

1A. Sen, Development as Freedom (New York: Knopf, 1999).

2S. E. Mayer and C. Jencks, “Poverty and the Distribution of Material 
Hardship,” Journal of Human Resources 24, No. 1 (1989): 88–114; R. E. 
Rector, “The Myth of Widespread American Poverty,” Backgrounder 1221, 
Heritage Foundation, Washington, DC, 1998. 

3J. X. Sullivan, L. Turner, and S. Danziger, “The Relationship between In-
come and Material Hardship,” Journal of Policy Analysis and Management 
27, No. 1 (2008): 63–81.

4For information on the Women’s Employment Study, see http://www.ford-
school.umich.edu/research/pdf/weschartbook.pdf; for the Fragile Families 
and Child Wellbeing Study, see http://www.fragilefamilies.princeton.edu/. 

5SIPP measures are available for 1993, 1998, 2003, 2005, 2010, and 2011.

6J. Siebens, “Extended Measures of Well-Being: Living Conditions in the 
United States: 2011,” U.S. Department of Commerce, Economics and Sta-
tistics Administration, U.S. Census Bureau, Washington, DC, 2013.

7Data for these analyses come from the Survey of Income and Program 
Participation 2008 panel. Each interview in each SIPP panel consists of 
a core interview, with standard questions on demographics, labor force 
participation, and income, as well as a topical module interview, which 
includes questions on topics that change within a panel from one interview 
to the next. Interviews are conducted every four months and each panel is 
interviewed 12 times over 4 years. The 2008 panel is the first SIPP panel 
to field the Adult Well-Being Topic Module twice within a panel, which 
allows for analysis of change over time. When survey weights are used, 
results from analyses of SIPP data are representative of the civilian, non-
institutionalized population of the United States. Imputed data are used as 
provided within the SIPP.

8Home hardship indicates whether, in the prior 12 months, the household did 
not pay their rent or mortgage. Medical hardship indicates that a household 
member was not able to see a doctor, dentist or hospital when they needed 
care in the last 12 months. Essential expenses hardship indicates whether, in 
the prior 12 months, the household was unable to meet what they felt were 
their “essential expenses.” Utility hardship indicates that the household did 
not pay the full amount of their gas, oil, or electricity bill. The food hard-
ship measure is constructed from an abbreviated version of the full 18-item 
food security module from the Current Population Survey. Respondents that 
affirm two or more food security problems from a list of five are coded as 
food insecure.

Figure 3. Short-term transitions in material hardship.
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Work-exempt TANF participants

work participation required looks vastly different from that 
expected of work-assigned program participants. It is pos-
sible that we are overstating the effects of work requirements 
on program and employment outcomes, because those who 
are exempt from work requirements may actually have better 
human capital characteristics, and thus may be more likely 
than other participants to find employment after their exemp-
tion expires.3 The only research that has been done to date on 
TANF work exemptions focuses on maternity leave-taking.4

Why it matters

Understanding differential use of TANF may have a number 
of policy implications. After spending months conducting 
interviews in Wisconsin welfare offices, I came away with 
the sense that the TANF program actually operated as three 
distinct and independent programs: for workers, new moth-
ers, and participants who have a qualifying disability and are 
expected to be work-exempt for a period of at least 60 days 
(hereafter called disabled).5 The differences included not just 
work participation, but also the degree of possible punitive 
actions, and the amount of exposure to efforts by casework-
ers to connect participants to work. If TANF does indeed 
function as three different programs, then we would expect 
to see differences in program outcomes between the three 
groups. Understanding to what extent the program is assist-
ing people who are not there for work could also be helpful 
in deciding how, and for whom, TANF resources should be 
used. There may also be implications for service delivery and 
tangential program modifications such as short-term disabil-
ity and paid leave programs.

Evidence from Wisconsin 

As part of a study documenting the application process for 
Wisconsin Works, or W-2, Wisconsin’s TANF program, I 
conducted field observations and interviews in Wisconsin 
welfare offices during 2006. Using administrative data, I 
was able to consider demographic characteristics, pre-entry 
TANF and employment history, and TANF and employment 
outcomes for those subject to work requirements, new moth-
ers, and disabled participants.

Differences in TANF participation

Table 1 illustrates the differences between the three groups I 
observed utilizing Wisconsin’s TANF program. Application 
period, participation requirements, and mandatory activities 
all differ across the three groups. So, for example, TANF 
worker participants were required to be on-site or submit-
ting job applications for 30 hours each week, while a person 

Marci Ybarra 

Marci Ybarra is Assistant Professor in the School of Social 
Service Administration at the University of Chicago.

The Temporary Assistance for Needy Families (TANF) pro-
gram uses work exemptions to accommodate the needs of 
mothers with newborns, and those who cannot work because 
of an injury or other documented disability. Since these 
circumstances differ greatly from those of participants who 
are subject to TANF work requirements, it is possible that 
work-exempt participants have substantially different TANF 
participation and socioeconomic outcomes. Understanding 
differences in characteristics and patterns of program partici-
pation, work, and earnings between work-exempt and work-
required TANF participants may also have implications for 
how the TANF system can best serve different types of users. 
In this article, I describe work done with my colleague Jen-
nifer Noyes, using Wisconsin administrative data to examine 
patterns of TANF use and employment among work-exempt 
and other TANF participants.1 

Welfare reform context

The welfare reform of the mid-1990s took a “work first” 
approach, while allowing low-income families to continue 
to receive subsidized child and health care benefits after 
parents, particularly single mothers, obtained employment. 
Much of the research on the effects of welfare reform has fo-
cused on employment outcomes. Nearly 20 years since these 
reforms were first implemented, we know that in general, 
single mothers are working more. However, for most low-in-
come working women, greater labor force participation has 
not resulted in moves up the economic ladder. On average, 
wages continue to be low, work is often sporadic or fluctuat-
ing, and poverty remains fairly persistent among much of the 
target population. Political discussion, and to some extent 
policy, continues to focus on work. For example, the Deficit 
Reduction Act of 2006 expanded work requirements and 
sanctions, while narrowing what could be counted as work.

TANF work exemptions 

Considering participation and work outcomes by welfare 
participants without disaggregating exposure to work re-
quirements assumes that the treatment received in TANF 
programs is homogenous across groups, which likely con-
founds results. In most states, TANF programs may tempo-
rarily exempt participants who have a documented disability, 
are pregnant, or who have recently given birth.2 For anyone 
qualifying for such an exemption, the degree and extent of 
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qualifying for an exemption because of a disability had to 
spend the same amount of time addressing the disability 
through physical therapy, doctor appointments, taking pre-
scribed medication, or related activities assigned by their 
caseworker. In contrast, new mothers were expected to spend 
time at home with their infants, and had no other TANF par-
ticipation requirements. Bureaucratic interaction with TANF 
staff also appears to vary greatly across these groups, due to 
the different breadth and scope of discretion in punitive ac-
tions allowed for each type of TANF participant. Casework-
ers monitored every hour of a worker’s participation, and 
workers could be sanctioned for missing an hour of required 
work activities. For participants in the disabled group, it was 
more common for caseworkers to monitor compliance on a 
weekly basis, using reports from doctors and participants. 
New mothers have no participation requirements and are 
thus not monitored during the exemption, and could be sanc-
tioned only for failure to comply with child support require-
ments (as could any other TANF participant). 

Findings 

In order to better understand the policy implications of the 
differences between these three groups, I assess: (1) whether 
work-exempt participants represent a significant share of 
TANF entrants; (2) patterns of TANF use across the groups; 
and (3) patterns of employment across the groups. As shown 
in Table 2, I found that a majority of TANF participants were 
in an exempt category; 48 percent were new mothers, an 
additional 17 percent were disabled, and the remaining 35 
percent fell into the non-exempt worker category. Table 2 
also shows differences in characteristics between the groups; 
as expected, the disabled were more likely to be older, while 

new mothers were more likely to be younger. Some human 
capital differences are also evident; though all groups are 
clearly disadvantaged, new mothers were substantially more 
likely than those subject to work requirements to have at 
least a high school diploma. 

Figures 1 and 2 show TANF use and employment history 
in the year prior to TANF entry, and confirm the human 
capital findings; over three-quarters of new mothers had not 
received TANF in the year prior to entry, while about half of 
each of the other groups had no receipt. Those with a disabil-
ity exemption were the most likely to have spent more than 6 

Table 1
2006 Differences in W-2 Program Participation across Groups

Worker Disabled New Mother

Eligibility Requirements Limited or no prior work experience; 
does not have documented disability

Documented disability Infant three months or younger or at-risk 
pregnancy

TANF application period 12-day application period with assigned 
work activities; enrollment conditional 
on compliance

Abbreviated period; medical activities to 
address disability; no job search; enroll-
ment as “disabled” participant condi-
tional on verification of disability

Abbreviated period; no assigned work 
requirements; enrollment conditional on 
receipt of birth certificate or documenta-
tion of an at-risk pregnancy

Participation Requirements 30 hours per week 
of work or work-like activities 

30 hours per week to address disability Time for bonding with infant at home; 
no participation requirements

Mandatory Activities Job search; community service job; edu-
cational activities

Depends on the disability. Examples:
Physical: physical therapy;
At-risk pregnancy: bed-rest; 
Mental Health: counseling. Can be a 
combination of activities

Not applicable

Time Limit 24 months 24 months No limita

Caseworker Interactions High Moderate Low

Agency Monitoring High Moderate Low

Exposure to Discretionary 
Action (Sanctions)

High Moderate Low

Notes: “Eligibility requirements” indicates criteria other than income eligibility, which all participants must have. 
aParticipants who enter New Mother participation from another type of TANF participation have the New Mother months counted for their overall participa-
tion time limit (60 months). In 2006 there were no formal time limits to New Mother participation.

Table 2
Characteristics across TANF Groups

All Worker
New 

Mother Disabled

Characteristics N = 682 n = 238 n = 328 n = 116

100% 34.9% 48.1% 17.0%

Age

20 Years or Younger 31.1% 36.6% 36.3% 5.2%

21–25 Years 23.6 20.6 28.4 16.4

26–33 Years 27.6 22.3 29.0 34.5

34 Years or Older 17.7 20.5 6.4 44.0

Race

White 10.7 5.5 14.3 11.2

African American 78.5 88.7 72.3 75.0

Less than High 
School Diploma 66.6 79.4 59.2 61.2

Never Married 91.8 93.3 93.9 82.8

Number of Children

One 47.1 57.1 46.3 28.5

Two 28.8 23.5 26.2 35.3

Three 26.0 18.9 27.4 36.0
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Figure 1. Pre-entry TANF use across groups.
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Figure 2. Pre-entry employment across groups.
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months on TANF in the prior year. Looking at employment 
history in Figure 2, less than 20 percent of new mothers (and 
largely the youngest of those mothers) had no work history 
in the past year, while close to half of those subject to TANF 
work requirements had not worked. New mothers, and to 
a lesser extent those in the disabled group, were also more 
likely than those subject to work requirements to have been 
employed in each quarter of the previous year.

Overall, 8.5 percent of participants remained on TANF over 
a 24-month period; this percentage varied over the three 
groups, ranging from under 5 percent for new mothers, to 
nearly one-quarter of those with a disability. Those subject 
to work requirements were least likely to remain on TANF 
for only one spell, indicating that they were more likely to 
be “churners” who cycle on and off TANF. Among both new 
mothers and the disabled, around three-quarters had only one 
spell on TANF, but the length of that one spell varied greatly 
between the two groups, with new mothers staying on for 
an average of only 5.5 months, while the disabled averaged 
twice that.

Figure 3 shows who exited TANF for work during the two 
years following TANF entry, and whether the job paid lower 
or higher wages, with “lower” defined as equal to or below 
full time at minimum wage, and “higher” being either at or 
above a full-time minimum wage position. About 65 percent 
of new mothers exited to a job, with about 60 percent of those 
obtaining a higher wage position. Those who were disabled 

were the least likely to exit for work (about 30 percent), 
and the most likely to either exit without a job (just under 
half), or remain on TANF. Among those who were subject 
to TANF work requirements, about 55 percent exited to a 
job, and around 55 percent of those obtained a lower-wage 
position. A regression analysis confirmed that these results 
remain when demographic characteristics are controlled for.

Summary and policy implications 

I found that those subject to work requirements are the mi-
nority of TANF entrants in Wisconsin, and that just under 
half enter for means-tested maternity leave. The three groups 
of participants I considered look remarkably different: those 
subject to work requirements have less human capital and 
tend to be TANF cyclers; new mothers have more human 
capital and tend to be TANF leavers; and those with a dis-
ability are older and tend to be TANF stayers (within the 
time limits of the program). Employment outcomes also vary 
across groups; new mothers are most likely to exit TANF for 
work (and most likely to exit to a higher-wage job); disabled 
participants are most likely to not exit TANF or to exit with-
out employment; and workers are more heterogeneous in 
employment outcomes with most exiting for work (and the 
largest share exiting to lower-wage jobs). 

Given that TANF participants are a diverse group with 
significant differences in human capital characteristics and 
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Figure 3. TANF exits and earnings levels across groups.
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program and employment outcomes, it may be time to con-
sider expanding other programs or creating different sets of 
programs in order to target services towards specific needs. 
For instance, substituting social insurance programs, such as 
Temporary Disability Insurance for disabled TANF partici-
pants and paid leave for new mothers, may free up TANF 
resources for the program’s target population—those who 
need assistance finding employment—and thus better meet 
the needs of all. At the same time, we should not overlook 
potential tradeoffs in transitioning some participants to social 
insurance programs. It may be that new mother and disabled 
TANF participants are linked to other vital resources such 
as Medicaid, Supplemental Nutrition Assistance Program 
(SNAP), and child care subsidies during TANF program 
participation, connections that may not readily occur in the 
context of a social insurance program.n 

1Information on the W-2 Applicant Project from which these data were 
drawn can be found here: http://www.irp.wisc.edu/research/welreform/
wisconsin.htm#w2appl 

2States vary in their pregnancy exemptions; some will exempt only for high-
risk pregnancies, others will exempt early in the pregnancy, and others will 
not exempt for pregnancy at all.

3M. Cancian, J. L. Noyes, and M. Ybarra, “The Extended TANF Application 
Period and Applicant Outcomes: Evidence from Wisconsin,” Social Work 
Research 36, No. 4 (2012): 273–288.

4See, for example, H. D. Hill, “Welfare as Maternity Leave? Exemptions 
from Welfare Work Requirements and Maternal Employment,” The Social 
Service Review 86, No. 1 (2012): 37–67; and M. Ybarra, “Implications of 
Paid Family Leave for Welfare Participants,” Social Work Research 37, No. 
4 (2013): 375–387.

5“Disabled” here is used to describe individuals who are exempt from work 
requirements because they have one of the following qualifying disabilities: 
health, mental health, substance abuse, domestic violence, or are the care-
taker of an incapacitated child. The work exemption for disabled partici-
pants extends until well-being improves to the degree that the disability no 
longer interferes with work, or the participant reaches the 60-month limit 
on TANF receipt.
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Children and families
Three panelists presented new research on issues related to children and families. Lloyd Grieger discussed preliminary findings 
from work done jointly with Yasamin Kusunoki and David Harding, on adolescent romantic relationships, concluding that such 
relationships are common, and that most occur outside the boundaries of neighborhoods, schools, and peer groups. Steve Haider 
presented new work done with Todd Elder and John Goddeeris, providing a framework for evaluating racial and ethnic infant 
mortality gaps, and suggesting that the role of socioeconomic status in explaining such gaps is larger than previously thought. 
Alexandra Killewald discussed work done with Ian Lundberg and Cassandra Robertson, providing new evidence for assessing 
the pathways through which economic circumstances may affect couples’ risk of divorce. This set of articles summarizes their 
presentations.

The social contexts of adolescent romantic relationships

Because adolescents are free to choose partners from outside 
the spatial and social boundaries of neighborhoods, schools, 
and peer groups, we believe that romantic relationship for-
mation, like friendship formation, can be viewed as a vehicle 
for transporting norms outside of these typical boundaries. 
To deepen the understanding of romantic adolescent social 
interaction, we produce a descriptive analysis of the embed-
dedness of adolescent relationships, that is, whether or not 
partners live in the same neighborhood, attend the same 
school, or share common friends. We also investigate wheth-
er concentrated disadvantage in the school or neighborhood 
is associated with relationship embeddedness.

Prevalence of romantic relationships within 
neighborhoods, schools, or peer groups

For the purposes of this study, the adolescents are individuals 
between the ages of 14 and 17. The data for the analyses come 
from the National Longitudinal Study of Adolescent Health, 
a nationally representative school-based study of students 
enrolled in grades 7 through 12 during the 1994–1995 school 
year.7 We look separately at whether partners know each 
other from the same social context (neighborhood or school), 
and whether they know each other by being in the same peer 
group (that is, the partner was either already a friend, or the 
friend of a friend, at the time the relationship began). 

Preliminary findings

Though still in the early stages, this research has already 
revealed some important facts about adolescent relation-
ships. First, we find that romantic relationship experience is 
the norm among adolescents; over 80 percent of our sample 
of 14- to 17-year-olds have been in a romantic relationship. 
We also find that adolescents with relationship experience 
do not necessarily come from disadvantaged backgrounds; 
adolescents from all backgrounds are likely to have romantic 
relationships.

Lloyd Grieger, Yasamin Kusunoki, and David J. Harding

Lloyd Grieger is Assistant Professor of Sociology at Yale 
University. Yasamin Kusunoki is Assistant Research Scien-
tist at the Population Studies Center and Survey Research 
Center at the University of Michigan. David J. Harding is 
Associate Professor of Sociology at the University of Cali-
fornia, Berkeley.

Adolescence is a crucial developmental period when individ-
uals increasingly exert their independence from their family, 
form close relationships with non-family peers, and often 
enter into their first romantic relationships.1 Early intimate 
relationships influence a number of interpersonal processes 
that are integral to psychological and social development, 
such as autonomy, individuation, relatedness, identity for-
mation, and the capacity for intimacy.2 These early romantic 
relationships are the primary context for developing sexual 
identity and learning to express sexuality.3 The relationships 
also have a lasting effect throughout adulthood, setting the 
stage for future relationships and family formation behav-
iors.4 The behaviors adolescents engage in within these in-
timate relationships are of great concern to social scientists, 
particularly behaviors associated with negative outcomes 
like sexually transmitted infections and unplanned pregnan-
cies. Engagement in these risky behaviors is associated with 
a constellation of contributing factors and among them are 
the partners’ own normative beliefs about sexual behaviors.5 
Among the many influences on an adolescent’s views about 
sexual behaviors are peer groups, which are important for the 
development and policing of behavioral norms. In addition, 
the greater social environment, such as neighborhoods and 
schools, are also thought to facilitate the development and 
policing of adolescents’ attitudes towards sex and engage-
ment in risky behaviors. 

In theory, norms are spread through social interactions, im-
plying that the social networks of young people play a very 
central role in propagating beliefs about sexual behaviors.6 
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Second, as shown in Figure 1, we find that about half of 
the adolescent relationships are formed with someone who 
neither lives in the same neighborhood nor attends the same 
school. Since a significant amount of research has been 
conducted on the effects of neighborhood and school envi-
ronments on risky sexual behaviors, it is important to know 
that over half of these relationships are formed across these 
boundaries. 

As Figure 2 shows, adolescent romantic relationships are 
even less likely to be formed from within a peer group than 
within a neighborhood or school; over 80 percent of relation-
ships are formed with someone who was neither a friend, nor 
the friend of a friend, at the time the relationship began. We 
know from other research that adolescents learn about sexual 
identity and sexual cues from their peers.8 Our finding that 
most relationships are formed outside one’s social circle may 
be an indication of how these views are transported beyond 
peer group boundaries.

In future analyses, we plan to examine the association be-
tween relationship embeddedness and neighborhood and 
school disadvantage, using multivariate multilevel statistical 
approaches. Our preliminary findings suggest that the influ-
ence of school and neighborhood disadvantage on relation-
ship embeddedness varies depending on gender: for girls, 
school disadvantage seems to be associated with choosing 
partners from their own schools, neighborhoods, and peer 
groups. For boys, however, school disadvantage seems to 
have the opposite association; boys from disadvantaged 
schools are more likely to choose their relationship partners 
from outside their schools, neighborhoods, and peer groups. 

Implications

Romantic relationships among adolescents are important to 
study because they are common, and adolescents of all back-
grounds engage in them. Because the majority of adolescent 
romantic relationships occur outside a school, neighbor-
hood, or peer group context, relationship formation is likely 
to be a viable pathway for the spread of beliefs, attitudes, and 
behaviors across spatial and social boundaries.

In the future it would be interesting to know whether embed-
ded relationships are more or less risky depending on indi-
vidual or contextual characteristics, as this knowledge could 
be useful for identifying potential pathways for transmission 
or reinforcement of disadvantage within a neighborhood 
or school. For example, if the girls who formed embedded 
relationships are more likely to participate in risky sexual be-
haviors, then this could be one way through which neighbor-
hood or school disadvantage reinforces itself. Additionally, 
if boys who formed non-embedded relationships are riskier 
in terms of their sexual behaviors, then this could be one way 
by which neighborhood or school disadvantage propagates 
across spatial and social boundaries. Our future work on this 
topic will attempt to answer some of these questions.n

1D. Buhrmester and W. Furman, “The Changing Functions of Friends in 
Childhood: A Neo-Sullivanian Perspective,” in Friendship and Social 
Interaction, eds. V. J. Derlega and B. A. Winstead (New York: Springer, 
1986); H. S. Sullivan, The Interpersonal Theory of Psychiatry (New York: 
Norton, 1953).

Figure 1. Proportion of adolescent romantic relationships with person from same neighborhood, school, or both.
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2D. L. Coates, “The Cultured and Culturing Aspects of Romantic Experi-
ences in Adolescence,” in The Development of Romantic Relationships in 
Adolescence, eds. B. Furman, B. B. Brown, and C. Feiring (New York: 
Cambridge University Press, 1999).

3See, for example, W. A. Collins, “More than Myth: The Developmental 
Significance of Romantic Relationships During Adolescence,” Journal of 
Research on Adolescence 13, No. 1 (2003): 1–24.

4See, for example, R. K. Raley, S. Crissey, and C. Muller, “Of Sex and Ro-
mance: Late Adolescent Relationships and Young Adult Union Formation,” 
Journal of Marriage and Family 69, No. 5 (2007): 1210–1226.

5S. A. Vasilenko, D. A. Kreager, and E. S. Lefkowitz, “Gender, Contra-
ceptive Attitudes, and Condom Use in Adolescent Romantic Relation-
ships: A Dyadic Approach,” Journal of Research on Adolescence (2013). 
doi: 10.1111/jora.12091

6See, for example, M. S. Granovetter, “The Strength of Weak Ties,” Ameri-
can Journal of Sociology 78, No. 6 (1973): 1360–1380.

7For more information about the National Longitudinal Study of Adolescent 
Health (AddHealth), see http://www.cpc.unc.edu/projects/addhealth.

8P. Busse, M. Fishbein, A. Bleakley, and M. Hennessy, “The Role of Com-
munication with Friends in Sexual Initiation,” Communication Research 37, 
No. 2 (2010): 239–255.
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Figure 2. Proportion of adolescent romantic relationships with person from within or outside peer group.
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Racial and ethnic infant mortality gaps and 
socioeconomic status

New work on the role of socioeconomic status 
in infant mortality gaps

In the new work done with my colleagues Todd Elder and 
John Goddeeris described here, we have reconsidered the 
role of socioeconomic status in infant mortality rates across a 
variety of racial and ethnic groups.3 We study several groups 
simultaneously for three reasons. First, previous research 
has largely focused on the large and persistent black-white 
gap in the infant mortality rate, but has made relatively little 
progress understanding its sources; a systematic comparison 
to other racial and ethnic gaps could help shed light on this 
disparity. Second, these other racial and ethnic gaps are 
interesting in their own right, in part because of shifting de-
mographics in the United States.4 Third, we wish to examine 
whether the relationships between socioeconomic status dis-
parities and infant mortality rate gaps are similar across vari-
ous between-group comparisons. We expand on our earlier 
work, which provided a common framework for examining 
how covariates predict between-group differences in infant 
mortality rates and other related outcomes.5 We also make 
use of census data on new mothers to examine the relation-
ship between background characteristics and income and 
poverty.

Results 

Actual and predicted infant mortality rate gaps are shown in 
Figure 1. The overall actual infant mortality rate of whites in 
our sample was 5.35 per 1,000 live births. Three groups had 
a substantially higher rate: blacks at 12.35, Native Americans 
at 8.31, and Puerto Ricans at 7.61. In contrast, two groups 
had a lower rate: Mexicans at 5.04, and Asians at 4.34. 
Predicted infant mortality rates are calculated by reweight-
ing the population of white infants to create counterfactual 
populations that have the same distributions of observable 
characteristics as the other groups, while retaining the white 
correlations from characteristics to outcomes.6 The differ-
ence between white infant mortality rates and these counter-
factual populations are the predicted gaps. 

Smaller shares of the overall black and Puerto Rican gaps 
are predicted as compared to the overall Native American 
and Asian gaps. Also, the Hispanic paradox is evident for 
Mexicans, but not for Puerto Ricans. The predicted gap 
for Mexicans falls between those of Native Americans and 
Puerto Ricans, although Mexicans have much lower ac-
tual infant mortality rates than these groups. That is, blacks, 
Mexicans, Native Americans, and Puerto Ricans all have 
background characteristics that are associated with infant 
mortality among whites, but only blacks, Native Americans, 

Steven J. Haider

Steven J. Haider is Professor of Economics at Michigan 
State University.

The infant mortality rate, the number of deaths in the first 
year of life per 1,000 live births, is a widely used indicator 
of population health and well-being. In 2006, the overall 
infant mortality rate for the United States was 6.68, but 
infant mortality rates differed dramatically across racial 
and ethnic groups. Of every 1,000 live births, there were 
about five deaths among babies born to non-Hispanic white 
mothers and about 12 deaths among babies born to black 
mothers. The rate for babies born to Hispanic mothers was 
slightly lower than that for non-Hispanic white mothers. In 
this study, we use five years of micro-level data from 2000 
through 2004 for non-Hispanic whites, blacks, Mexicans, 
Puerto Ricans, Asians, and Native Americans. We examine 
how infant mortality is associated with several background 
characteristics, including maternal marital status, education, 
and age. Using Census Bureau data on new mothers, we also 
look at the association between these characteristics and 
income and poverty. Our results provide new insights on the 
role of socioeconomic differences in infant mortality rates 
across racial and ethnic groups.

Previous research on infant mortality, race, 
and ethnicity

There are clear disparities in socioeconomic status between 
racial and ethnic groups, and accumulating evidence that 
health at birth is affected by many factors.1 It is thus un-
surprising that a lot of research has examined the extent to 
which infant mortality rate differences are related to socio-
economic status. Results to date suggest that the two may 
not be closely related. For example, previous studies have 
found that only about one-third of the black-white gap can be 
accounted for by the background characteristics commonly 
available on birth certificates, such as maternal age, educa-
tion, and marital status. However, given that the set of char-
acteristics available on birth certificates is limited, the inclu-
sion of additional characteristics could account for more of 
the black-white gap. The relatively low infant mortality rate 
for Hispanics also fails to support a socioeconomic status 
explanation because, compared to whites, Hispanics and 
blacks appear similarly disadvantaged on many dimensions. 
However, the comparison of the Hispanic-white disparity to 
the black-white disparity is complicated by the “Hispanic 
paradox,” the finding that Hispanics tend to have better-than-
expected health outcomes along many dimensions.2
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and Puerto Ricans actually have high infant mortality rates 
compared to those of other races and ethnicities. This predic-
tion of a substantial positive gap when none exists represents 
the crux of the paradox.

The role of individual characteristics

Figure 2 shows the contribution of each background char-
acteristic to the overall predicted gap in the infant mortality 
rate between whites and each other racial or ethnic group. 
For the four groups with relatively low socioeconomic 
status—blacks, Mexicans, Puerto Ricans, and Native Ameri-
cans—three factors—maternal education, age, and marital 
status—are primarily responsible for the positive predicted 
gaps. If whites had the same distribution of these three char-
acteristics as these other groups, their infant mortality rate 
would likely be substantially higher.7 For example, conver-
gence in these three characteristics alone would reduce the 
infant mortality gap by nearly 2 deaths per 1,000 births for 
blacks, Puerto Ricans, and Native Americans. 

How strongly are background characteristics related to 
socioeconomic status? 

Our results indicate that the bulk of the predicted positive 
gap in the infant mortality rate between whites and some 
of our target racial and ethnic groups is attributable to three 
characteristics: maternal education, marital status, and age. 
To determine the extent to which these three variables are 
related to income differences, we use a census sample of 
new mothers. We used several different indicators of socio-
economic status, with similar results. Looking at household 
income, for example, we found that the three covariates that 
predict much of the gap in the infant mortality rate are asso-

ciated with large income differences. Married mothers have 
$30,932 more household income than non-married moth-
ers, and mothers with a college degree have $63,737 more 
household income than mothers who have not completed 
high school. Large gaps remain even after adjusting for the 
other covariates: married mothers have $11,937 more house-
hold income than non-married mothers, and mothers with a 
college degree have $46,624 more household income than 
mothers who have not completed high school. Interestingly, 
age of the mother is also strongly related to income differ-
ences. Comparing the lowest income group to the highest 
income group using the adjusted results, mothers aged 35 
and above have $26,588 more income than mothers aged 20 
to 24; the size of this income gap by age is even bigger than 
the income gap by marriage. These results suggest that all 
three of the main predictors of infant mortality are highly 
related to household income.

Census data also allow us to calculate unpredicted poverty 
gaps; that is, the poverty gaps remaining after subtracting 
out those explained by maternal education, age, and marital 
status. There appears to be a strong correlation between un-
predicted deep poverty gaps and unpredicted infant mortality 
gaps, suggesting that even more of the infant mortality rate 
can be explained by poverty as a whole than is accounted for 
by the three currently available indicators of maternal educa-
tion, age, and marital status.

Why is there a Hispanic paradox? 

A striking result found above and in previous studies is the 
Hispanic paradox: the consistent finding that Hispanics do 
much better on health outcomes than would be predicted 
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Figure 1. Actual and predicted gaps in the infant mortality rate between non-Hispanic whites and select racial and ethnic groups.

Note: The infant mortality rate for non-Hispanic whites was 5.35 deaths per 1,000 live births.
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based on their observable characteristics. Consistent with 
previous studies, we found that the Hispanic paradox exists 
for Mexicans, but not for Puerto Ricans. There is an exten-
sive literature showing that mothers who are foreign-born 
tend to have different outcomes; in particular, lower levels 
of infant mortality. As it turns out, once we account for the 
systematic relationship between being foreign-born and the 
infant mortality gap, the paradox largely disappears even for 
Mexicans: the predicted gap in the infant mortality rate is no 
longer substantially greater than the actual gap. 

Conclusions 

We found that the same three characteristics tended to predict 
much of the existing infant mortality gap between whites 
and select other racial and ethnic groups: maternal marital 
status, education, and age. We also showed that even the 
Hispanic paradox can be largely accounted for by a com-
mon finding across racial and ethnic groups: foreign-born 
citizens generally have lower infant mortality than do their 
domestic-born counterparts. Importantly, despite the fact 
that much of the infant mortality gaps are not predictable by 
background characteristics, we demonstrate that there ap-
pears to be a substantial role for socioeconomic status. Each 
of the three variables that predict much of the differences 
between groups—maternal marital status, education, and 
age—is strongly related to income and poverty. If whites had 
the distribution of these three characteristics found among 
the groups with the highest infant mortality rates, then the 
white infant mortality rate would increase by nearly 2 deaths 
per 1,000. This estimate represents a substantial fraction of 
the infant mortality rate for whites and the infant mortality 

rate gap for blacks, Native Americans, and Puerto Ricans. An 
additional analysis that compared the unpredicted gaps in in-
fant mortality to the unpredicted deep poverty gaps suggests 
that an even larger role for socioeconomic status might be 
uncovered if more comprehensive measures were available 
on birth certificates.n 

1For a thorough review, see J. Currie, “Inequality at Birth: Some Causes 
and Consequences,” American Economic Review 101, No. 2 (2011): 1–22.

2L. Franzini, J. C. Ribble, and A. M. Keddie, “Understanding the Hispanic 
Paradox,” Ethnic Disparities 11, No. 3 (2001): 496–518.

3For a more detailed discussion of this work, see T. E. Elder, J. H. Goddeeris, 
and S. J. Haider, “Racial and Ethnic Infant Mortality Gaps and the Role of 
SES,” working paper, Michigan State University, July 2013, at https://www.
msu.edu/~telder/SES_Current.pdf

4Between 1996 and 2006, the share of births to non-Hispanic whites and 
non-Hispanic blacks fell from 60.6 to 54.1 percent and from 14.9 to 14.5 
percent, respectively. In contrast, the share of births to Hispanics grew from 
18.0 to 24.4 percent, the share to American Indians / Alaska Natives grew 
from 1.0 to 1.1 percent, and the share to Asians grew from 4.3 to 5.7 percent. 
See J. A. Martin, B. E. Hamilton, P. D. Sutton, S. J. Ventura, F. Menacker, S. 
Kirmeyer, and T. J. Mathews, “Births: Final Data for 2006,” National Vital 
Statistics Reports 57, No. 7, Hyattsville, MD: National Center for Health 
Statistics, January 7, 2009.

5T. E. Elder, J. H. Goddeeris, and S. J. Haider, “A Deadly Disparity: A 
Unified Assessment of the Black-White Infant Mortality Gap,” The B. E. 
Journal of Economic Analysis & Policy 11, No. 1 (June 2011): 1–44.

6The observable characteristics are: education, age, marital status, prenatal 
care, previous infant death, gender, whether or not there was a plural birth, 
birth order, and state.

7Because Asians tend to have more favorable distributions of these three 
variables compared to whites (mothers are more likely to be married, be 
older, and have more education), the predicted effect is negative.
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Figure 2. Predicted gaps in infant mortality rate by background characteristics and racial or ethnic group.
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Whose money matters?

flict, and increase leisure time.7 If true, wives’ employment 
and earnings should have a stabilizing effect on marriage 
through positive effects on household income. Indeed, re-
search has shown that household income is negatively asso-
ciated with the risk of divorce, but it is unclear whether both 
wives’ and husbands’ incomes have the same effect.8

Gendered institution

A third perspective conceptualizes marriage as an inher-
ently gendered institution and predicts that divorce will be 
less likely when spouses’ labor conforms to traditional gender 
roles.9 While dual-earner couples are now very common, 
wage-earning remains normative for men, particularly mar-
ried men and fathers, consistent with findings that husbands’ 
unemployment is associated with marital disruption.10 Other 
scholars have suggested that a wife’s earnings may become 
particularly disruptive to her marriage when they exceed her 
husband’s, and there is some empirical support for this claim.11 

Specialization 

A final perspective, based on employment status rather than 
earnings, rests on the assumption that marital well-being is 
enhanced when spouses engage in different and complemen-
tary activities. With each spouse doing the activity in which 
she or he excels, both spouses benefit. If, instead, spouses 
perform similar activities, these gains are lost, and marital 
well-being is reduced.12 Thus, this theory predicts that cou-
ples will be more stable when only one spouse is employed 
(or, at least, employed full-time) than when both spouses are 
employed full-time. Support for this theory is again mixed.13 

Measuring economic independence

The lack of consensus on the theoretical underpinnings 
of observed associations between financial circumstances 
and divorce stems in part from the difficulty of empiri-
cally distinguishing among these multiple hypothesized 
pathways. In particular, prior work has typically measured 
wives’ economic independence with their current earnings 
or employment, using economic outcomes while married as 
a proxy for likely post-divorce outcomes.14 This approach 
has two negative consequences. First, our own preliminary 
analyses suggest that the correlation between a woman’s 
earnings before and after divorce is quite low. Second, by 
using wives’ current economic circumstances to stand in for 
their economic independence, prior research has relied on a 
single measure—either the wife’s employment status or her 
earnings—to capture multiple hypothesized mechanisms. As 
a result, it is challenging to isolate the empirical support for 
each theoretical model.

Alexandra Killewald

Alexandra Killewald is Assistant Professor of Sociology at 
Harvard University.

In the United States, about half of first marriages end in 
divorce, and marital disruption is associated with a host of 
negative outcomes for both adults and children.1 In particu-
lar, divorce is associated with substantial financial loss and 
high risk of poverty for women.2 In part because of these 
negative financial consequences, parental divorce is associ-
ated with negative outcomes for children, including lower 
cognitive achievement, reduced educational attainment, 
increased risk of teen pregnancy, and less favorable socio-
emotional outcomes.3 It is therefore important to ask what 
factors work to stabilize or destabilize marriages. In this 
article, I investigate the role financial circumstances play in 
couples’ risk of divorce.4 

Theoretical perspectives on divorce

There are, of course, many different causes of divorce, and 
economic circumstances capture only a small portion of 
these.5 Yet, the role of couples’ economic characteristics in 
marital stability has received substantial scholarly attention 
and a plethora of theories have developed to explain how the 
employment and income of spouses may affect their risk of 
divorce. In this section, I outline four common theoretical 
perspectives by which economic circumstances and marital 
stability have been linked. Prior research has not reached 
consensus on the relative validity of each of these theories. 
We argue that this disagreement is due at least in part to the 
conflation in prior research of current income while married 
with expected income in the event of divorce. These two 
measures have conceptually distinct effects on marital stabil-
ity, but are often assumed to be interchangeable. 

Women’s economic independence

One popular hypothesis is that divorce is more likely when 
divorced women are better able to support themselves finan-
cially, allowing them to leave unhappy marriages. Although 
this theory seems intuitive and plausible, findings have been 
inconclusive and inconsistent.6

Financial strain

A second school of thought argues that marital well-being 
should be higher when household income is higher, as fi-
nancial resources reduce stress in a relationship, potentially 
allowing couples to outsource household labor, reduce con-
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Expanding on past work

In the analysis described here, we do not assume that a wife’s 
earnings would remain the same after divorce; instead, we 
model divorced women’s economic outcomes directly. We 
also do not assume that a woman’s income in the event of 
divorce is equivalent to her earnings in the event of divorce; 
we include non-labor sources of income, including child 
support payments. Finally, we do not assume that a woman’s 
economic well-being is necessarily directly proportional to 
her income; we adjust for household size. 

Analysis of divorce risk 

To overcome the limitations of previous studies, we directly 
model divorced women’s economic well-being (household 
income relative to the poverty line for her household) using 
a sample of separated and divorced women drawn from Cen-
sus data. The results of these models are then used to predict 
likely outcomes for married women in the Panel Study of 
Income Dynamics, were they to divorce. We find support for 
the economic independence theory; as the economic cost of 
divorce rises, the likelihood of divorce falls. The coefficient 
goes in the direction expected under the financial strain 
perspective—higher current economic well-being correlates 
with less divorce—however, this result is not statistically 
significant. We find no statistically significant differences 
in a couple’s risk of divorce by the employment status of 
the wife, provided that the husband is employed full-time, 
casting doubt on the specialization hypothesis. We also find 
no support for the female-breadwinner component of the 
gendered institution perspective; there is no evidence that 
women out-earning their husbands is bad for marital stabil-
ity. In contrast, we do see fairly clear evidence that marital 
disruption is more likely when the husband is employed less 
than full time, consistent with the aspect of the gendered in-
stitution perspective that focuses on the norm of men being 
wage-earners. It is notable that the wife’s employment status 
does not moderate the disruptive effect of her husband’s un-
deremployment; thus, this effect does not seem to be related 
to household income level, but simply to whether or not the 
husband is working full time.

Conclusions and policy implications 

In our study, we examine the role that financial circum-
stances play in couples’ risk of divorce. Theories about how 
economic circumstances and marital stability are related 
include: (1) women’s economic independence, which pre-
dicts that divorce is more likely when women are better able 
to support themselves; (2) financial strain, which predicts 
that divorce is less likely when household income is higher; 
(3) gendered institution, which predicts that divorce is less 
likely when spouses’ labor conforms to traditional gender 
roles; and (4) specialization, which predicts that divorce is 
less likely when only one spouse is employed full-time. We 
improve upon prior research by modeling wives’ economic 
independence based on the economic outcomes of divorced 
peers, allowing us to measure economic independence sepa-

rately from current employment and income. Our prelimi-
nary results provide support for the economic independence 
hypothesis and gendered institution perspective, with less 
support for the financial strain perspective and specializa-
tion. In particular, marriages are destabilized when husbands 
are not fully employed and when wives would sacrifice less 
financially, were they to exit the marriage. Thus, while we 
find no evidence that marriages are particularly disrupted 
when wives earn more than their husbands, we do find that 
partners’ economic resources matter differently for men and 
women. For women, real economic resources that would 
allow her to maintain an adequate standard of living post-
divorce allow divorce, while for men the association between 
work and marriage appears to be through symbolic rather 
than financial constraints, consistent with prior research 
suggesting that a husband’s unemployment increases the risk 
of divorce primarily because of the signal it sends about his 
noneconomic characteristics, rather than because of the eco-
nomic consequences.15 Thus, our results support the notion 
that gender remains a powerful lens through which the link 
between economic circumstances and divorce is filtered.n 
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Race and immigration
Three panelists presented new research on issues related to race and immigration. Brian Cadena shared outcomes from a study 
of geographic mobility during the Great Recession done jointly with Brian Kovak, concluding that immigrants help balance local 
labor markets by moving to areas that have relatively strong economies. Liliana Garces presented findings from a study of the ef-
fect of affirmative action bans on the medical school enrollment rates of historically underrepresented students of color done with 
David Mickey-Pabello, concluding that the bans do cause these students to enroll at lower rates. Sandra Smith examines some of 
the potential implications of traumatic loss in low-income communities of color. This set of articles summarizes their presentations.

Immigrants balance local labor markets

Recession.6 We use a sample of low-skilled men, defined as 
those with at most a high school diploma.

Geographical mobility during the Great 
Recession

The Great Recession was a time of particularly severe de-
clines in the demand for low-skilled workers, with substan-
tial variation from place to place across the United States. 
In our study, we ask two key questions about low-skilled 
Mexican-born immigrant men. First, how did individuals’ 
location choices respond to geographic variation in the depth 
of the local downturn? Second, did immigrants’ willingness 
to move to stronger labor markets help equalize employment 
rates across geography? To answer these questions, we take 
advantage of the fact that employers adjusted to changing 
conditions by cutting jobs rather than wages.7 As a result, 
the severity of the local recession can be observed directly 
through employment data.8 

Immigrant populations adjust to employment demand 

Consistent with the previous literature, our results reveal that 
people with at least a bachelor’s degree are highly responsive 
to differences in employment changes across locations. A 
one percentage point change in the employment growth rate 
is associated with a 0.53 percentage point change in the same 
direction in the population growth rate among these workers. 
Also as found in previous work, our survey responses among 
less-educated native-born workers were much smaller; in 
fact, there was no statistically significant evidence that these 
workers move toward better labor markets at all.

In sharp contrast, the Mexican-born population shifted dra-
matically toward locations with relatively stronger job pros-
pects. This difference in response between the two popula-
tions is illustrated in Figure 1. Here, each circle represents a 
city, with the size proportional to its population. The scale of 
the x-axis serves as a reminder that the changes in locations 
were primarily away from locations with very severe job 
losses and toward places with relatively mild job losses. The 
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The labor market for low-skilled workers in the United States 
has changed dramatically over the past few decades. Techno-
logical change, growing international trade, and the rise of 
the service-based economy have all substantially altered the 
landscape for workers with at most a high school diploma. 
In addition to facing risks from these structural changes to 
the labor market, these workers are also subject to greater 
volatility as the overall strength of the economy fluctuates.1 
Importantly, each of these factors has a substantial impact on 
the geographical location of demand for low-skilled workers 
in addition to affecting the overall level of demand. Unfor-
tunately, research has consistently found that, in comparison 
to college-educated workers, workers with lower levels of 
schooling are much less likely to make long-distance moves 
in response to labor market conditions.2 This lack of mobility 
is troubling because migration is a key mechanism through 
which geographical inequality of opportunity is reduced.3 In 
recent years, however, the low-skilled portion of the labor 
force is increasingly composed of immigrants. By 2011, 
roughly one in five workers with at most a high school edu-
cation were born abroad. These individuals have revealed a 
willingness to make long-distance moves in search of better 
jobs and wages because many of them have lower personal 
attachment to particular locations within the United States. 
As suggested by George Borjas, immigration may reduce 
geographical inequality between labor markets when new 
immigrants choose locations with relatively strong wage and 
employment prospects.4 Recent empirical evidence finds 
that immigrants perform precisely this balancing role in the 
labor market.5 

The study summarized in this article builds on this earlier 
work by examining geographical mobility among Mexican-
born immigrant men and native-born men, during the Great 
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relatively flat slope of the line for native-born men shows that 
there is no clear indication that when these workers move, 
they are moving to areas with stronger labor markets. The 
strong upward slope of the line in the second graph indicates 
that Mexican-born men are very likely to move to locations 
where they are more likely to find work. We found this result 
to be robust, and were able to rule out a number of potential 
alternative interpretations.9

Mexican mobility and native outcomes

We found that the population adjustments among Mexican-
born workers improve their chances of finding employment, 
at least on average. The remaining question, therefore, is 
how their mobility affects the geographic distribution of 
employment rates among native-born workers, who were 
much less responsive. To answer this, we examined the 
relationship between the change in employment in a city 
and changes in the employment rate of individuals who live 
there. In the absence of mobility, job losses should affect lo-
cal workers, and cities with more severe downturns should 
experience much larger declines in employment rates. With 
mobility, however, changes in employment rates will be less 
closely linked to local job losses and more similar across 
cities. We split the sample of cities into those that had large 
and small Mexican-born populations prior to the onset of the 
recession. The primary result, shown in Figure 2, is that the 
set of cities with more Mexicans had smoother outcomes in 
terms of employment rates. Thus, workers in cities with the 
most severe job losses were better off when they lived in cit-
ies with more Mexican-born workers, while those in cities 
with the least severe job losses were better off if their city 

had fewer Mexican-born workers. Importantly, there is no 
evidence that employment rates were any smoother among 
high-skilled workers, which helps rule out the possibility 
that cities with more Mexican-born immigrants were more 
dynamic or flexible on some other dimension. Instead, we 
conclude that mobility among the low-skilled Mexican-born 
population helped balance the low-skilled labor market 
across locations.

Pathways of population adjustment

Turning to the question of how the Mexican-born population 
adjusted, we found that only 20 percent of the adjustment 
occurred through newly arriving immigrants selecting loca-
tions with relatively strong labor markets. The remainder 
occurred through city-to-city migration within the United 
States, and through return migration back to Mexico. Our 
evidence suggests that each of these two more common path-
ways was an important adjustment mechanism.

Finally, we examine potential explanations for the stronger 
responses among the Mexican-born population. We find that 
the results are not simply due to demographic differences; 
native workers of similar age, marital status, and homeown-
ership status are no more responsive than are native workers 
as a whole. Instead, we find that Mexican-born workers have 
a stronger labor force attachment, likely because of differ-
ences in labor market motivations and in eligibility for safety 
net programs. Mexican immigrants also have access to a 
much stronger and more diffuse social network than native 
workers, which can provide information and material sup-
port for workers planning long-distance moves.
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Figure 1. Population responses to employment shocks: Native-born and Mexican-born low-skilled men.

Note: Each marker represents a city, with marker size proportional to the city's population.
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Implications for policymakers and future 
research

This paper adds to a growing literature that shows that im-
migrants help balance local labor markets by moving to areas 
with relatively strong economies. This result has a number of 
implications for both policy and research. First, the smooth-
ing provides a benefit to native-born workers by reducing 
the earnings and employment variability they face. This 
influence of immigrants on the labor market has received 
relatively little attention in the policy debate. Importantly, 
the proposed W visa in the Senate-passed immigration re-
form bill would allow temporary low-skilled workers to 
move from employer to employer and from location to loca-
tion during their eligibility period. The expanding literature 
suggests that this feature would benefit both immigrant and 
native-born workers holding similar jobs. 

On the other hand, this consistent finding that immigrants 
help balance local labor markets by moving to where the 
jobs are implies that programs designed to affect the low-
skilled population are likely to have spillover effects on 
populations not targeted directly by the policy. For example, 
Cadena finds that, for every ten U.S.-born women who left 
the welfare rolls and entered the workforce in a city, five 
fewer immigrants settled there.10 This response can help 
explain why cross-location comparisons of the effects of 
welfare reform on nonrecipients tend to find relatively small 
differences. Similarly, immigrants prefer to locate in states 
with stagnant rather than rising minimum wages.11 Because 
some immigrants choose alternative work locations when the 

minimum wage increases, the observed employment effects 
of the minimum wage are smaller among teen workers in 
states where immigrants are a greater share of the low-skilled 
workforce.

Finally, these studies suggest that immigration inflows are 
highly sensitive to economic conditions. This is a particular 
concern for the literature examining the effect of immigra-
tion on labor market outcomes for native-born workers. 
When immigrants choose locations with stronger demand 
for their type of labor, it becomes difficult to separate the 
influence of immigrants from the influence of other unob-
servable economic forces affecting native-born workers’ 
wages and employment. Researchers have typically used a 
single instrumental variables methodology to address this 
concern, and further investigation of its properties is likely 
warranted.12 Importantly, even approaches like Borjas’s 
national-level analysis may fail to find the true effect of im-
migration on native-born workers’ outcomes when the total 
inflow of new immigrants falls during recessions and rises 
during expansions.13n

1H. W. Hoynes, “The Employment, Earnings, and Income of Less Skilled 
Workers Over the Business Cycle,” in Finding Jobs: Work and Welfare 
Reform, eds. D. Card and R. Blank (New York: Russell Sage Press, 2002); 
H. W. Hoynes, D. L. Miller, and J. Schaller, “Who Suffers During Reces-
sions?” The Journal of Economic Perspectives 26, No. 3 (2012): 27–47.

2J. Bound and H. J. Holzer, “Demand Shifts, Population Adjustments, and 
Labor Market Outcomes during the 1980s,” Journal of Labor Economics 18, 
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5B. C. Cadena, “Native Competition and Low-Skilled Immigrant Inflows,” 
Journal of Human Resources 48, No. 4 (2013): 910–944; and B. C. Cadena, 
“Recent Immigrants as Labor Market Arbitrageurs: Evidence from the 
Minimum Wage,” Journal of Urban Economics 80 (2014): 1–12.

6For more detail on the study, see B. C. Cadena and B. K. Kovak, “Im-
migrants Equilibrate Local Labor Markets: Evidence from the Great 
Recession,” NBER Working Paper 19272, National Bureau of Economic 
Research, 2013.

7M. Daly, B. Hobijn, and B. Lucking, “Why Has Wage Growth Stayed 
Strong?” FRBSF Economic Letter 2012-10, Federal Reserve Bank of San 
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Effect,” FRBSF Working Paper 23, Federal Reserve Bank of San Francisco, 
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(2012): 467–500.

8We use high-quality employment data from the County Business Patterns 
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population (calculated from the American Community Survey) to changes 
in jobs for 97 metro areas from 2006–2010.
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The effect of affirmative action bans on the 
representation of students of color in medical schools

implement race-conscious admissions practices to achieve 
the educational benefits of a racially and ethnically diverse 
student body, laws in eight states—California, Washington, 
Florida, Michigan, Nebraska, Arizona, New Hampshire, and, 
most recently, Oklahoma—currently ban the practice. After 
bans on affirmative action were implemented in Texas, Cali-
fornia, Washington, and Florida, researchers documented 
declines in these states in the admission and enrollment of 
students of color at selective undergraduate institutions, in 
law schools, and in graduate fields of study.7

The effects of affirmative action bans in the field of medi-
cine, however, remain unknown. While the Association of 
American Medical Colleges (AAMC) has reported drops 
in minority enrollments following the implementation of 
such bans, no studies have examined their causal effect.8 As 
stakeholders continue to debate affirmative action policies, 
knowing whether these changes in policy have had a nega-
tive effect on the representation of historically marginalized 
students of color in the field of medicine is critical to under-
standing the long-term effects these policies will have on our 
nation’s health care system. This article summarizes a recent 
study that provides information on the effects of affirmative 
action bans on medical school enrollment.9

In this study, we examined the implementation of the bans in 
six states—California, Washington, Florida, Texas, Michi-
gan, and Nebraska—in order to estimate their causal effects 
on the enrollment rates of historically underrepresented 
students of color at public medical schools.10 “Historically 
underrepresented students of color” is defined as students 
whose self-reported race or ethnicity is black or African 
American, Latino or Hispanic, or Native American or Alaska 
Native, and who are not considered “foreign” students.11

Race-conscious admissions policies in medical 
school admissions

The push to increase racial and ethnic diversity in medicine 
has led to an admissions culture in which both traditional 
academic measures, such as grade point averages and stan-
dardized test scores, are considered along with skills such as 
leadership, overcoming adversity, participation in service-
oriented extracurricular activities, and strong communica-
tions skills. Given this holistic approach to admission, it 
is possible that the effect of the bans in medicine may be 
different than the effect in other fields. It is also possible that 
the effect of the bans at public institutions is mitigated by 
students’ choices to apply or enroll at private institutions not 
governed by the bans. For these reasons, in our analysis, we 
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The United States is facing a nationwide health crisis, with 
widely documented disparities in the quality and frequency 
of treatment received by racial and ethnic minorities. The 
Department of Health and Human Services has documented 
that patients of color suffer disproportionately from numer-
ous health conditions and are underserved in terms of qual-
ity and frequency of care.1 Indeed, even when controlling 
for income, communities with high proportions of African 
American and Latino residents are much more likely to expe-
rience physician shortages than are communities with lower 
concentrations of these residents.2 

Racial diversity in medical school

By providing greater access to health care for our increas-
ingly diverse and underserved populations, and more posi-
tive interactions between patients and health professionals, 
a racially and ethnically diverse physician workforce can 
help address these disparities.3 Physicians who are from 
underrepresented minority groups are more likely than their 
non-minority peers to serve minority populations, and to pro-
vide care to other medically underserved populations, such 
as socioeconomically disadvantaged individuals. Racial and 
ethnic diversity in medical education has also been found to 
enhance the learning and cross-cultural competencies of all 
doctors.4

Yet, despite gains over the last few decades, African Ameri-
cans, Latinos, and Native Americans remain underrepre-
sented in the health professions relative to their proportion of 
the U.S. population. For example, although 16 percent of the 
U.S. population is Latino and 14 percent is African Ameri-
can, these groups constituted only 9 percent and 7 percent, 
respectively, of total U.S. medical school enrollees in 2012.5 
This medical school enrollment disparity creates serious 
barriers to addressing the health needs of underserved com-
munities and communities of color.

To address these concerns, medical schools have long de-
fended the need for affirmative action: either race-conscious 
admissions policies, or the ability to consider race or ethnici-
ty as one of many factors in admissions decisions.6 While the 
U.S. Supreme Court in Fisher v. University of Texas, 2013, 
preserved the right of postsecondary institutions to carefully 
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also considered the effect of the bans on underrepresented 
student of color enrollment at private institutions. 

Findings

To evaluate the causal effects of the bans, we used data from 
a variety of sources including the Association of American 
Medical Colleges, and a difference-in-differences analytic 
strategy, and a multi-level ordinary least squares regression 
model.12 We found that affirmative action bans resulted in a 
drop in underrepresented student of color enrollment at pub-
lic medical schools of about 3 percentage points, as shown 
in Table 1. There is no evidence to suggest that underrepre-
sented students of color switched to private institutions from 
public ones in states with bans, potentially mitigating the 
effect of the bans at public medical schools in these states. 
We also conducted a number of sensitivity analyses, and 
found that all results were robust to a different composition 
of target states, a narrower subset of comparison groups, and 
a narrower time period.

To understand these findings more fully, we convert the es-
timated 3.2 percentage point decline into an overall percent-
age decline, as shown in Figure 1. Results show that bans 
on affirmative action have reduced the first-time enrollment 
of medical school students who are historically underrepre-
sented students of color by about 17.2 percent (from about 
18.5 percent to about 15.3 percent) across public medical 
schools in these six states. This decline is similar to declines 
in the enrollment of underrepresented students of color at 
some of the nation’s most selective public undergraduate in-
stitutions in four of the six states included in this study; that 
is, about 20 percent and 29 percent, respectively, for Latino 
and African American students.13 The decline is also similar 
to drops that have taken place in specific fields of graduate 
study at public institutions, such as the natural sciences, 
which experienced a 19 percent drop in the enrollment of un-
derrepresented students of color across four of the six states 
in this analysis, and the social sciences, where there was a 
15.7 percent decline.14 Underrepresented students of color in 

public medical schools generally had a slightly smaller de-
cline in their share of the student body than students of color 
studying law, or those in the graduate field of engineering.15

Conclusions and implications

The decline in the enrollment of underrepresented students of 
color at public medical schools has important consequences 
in light of the demographics and institutional characteristics 
of states with affirmative action bans. States with affirmative 
action bans host 35 percent of the nation’s research-ranked 
public medical schools, and 29 percent of primary-care-
ranked public medical schools. Given this substantial pro-
portion of schools in states with affirmative action bans, as 
well as the already low levels of racial and ethnic diversity 
in the medical profession, the 17.2 percent decline in the en-
rollment of underrepresented students of color found in the 
states in our study poses a significant barrier to the medical 
profession’s efforts to train all doctors to address the health-
care needs of patients of color more effectively.

This decline also has serious long-term consequences for the 
health care needs of the United States. A decline in the racial 
and ethnic diversity of the student body at medical schools 
will exacerbate existing disparities, and as the population of 
people of color in the United States increases, these dispari-
ties will only worsen; the Association of American Medical 
Colleges predicts that by 2015, there will be a shortage of 
62,900 physicians in the United States, increasing to a short-
age of 130,600 by 2025.16 

These findings are particularly timely given the U.S. Su-
preme Court’s 2014 decision in Schuette v. Coalition to De-
fend Affirmative Action, which upheld the constitutionality 
of Michigan’s affirmative action ban. By doing so, the Court 
left in place similar statewide bans, such as the one in Cali-
fornia, while potentially fueling efforts aimed at outlawing 
affirmative action in more states. Understanding the detri-
mental consequences of these bans in the medical profession 

Table 1
Effect of Affirmative Action Bans on Enrollment of 

Underrepresented Students of Color

Medical School First-Time Enrollment
State-Specific Year Trend

Public Private

Effect of Ban -0.032***
(0.007)

-0.028
(0.022)

Number of Observations 1,029 723

Number of Institutions 64 42

Notes: *** indicates statistical significance at the 0.001 level. Standard 
errors are shown in parentheses. Model includes state fixed effects and 
a full set of institutional- and state-level covariates; institutional-level 
covariates include whether institution is research ranked (vs. primary 
care ranked); state-level covariates include percentage of population by 
race (white, black, Native American, Latino, other), percentage of popu-
lation with a bachelor’s degree, and percentage of 25- to 34-year-olds 
unemployed. 
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should inform efforts that seek to counter these campaigns 
and prevent the passage of bans in other states. 

The results of this study further demonstrate that a holistic 
admissions process—which considers leadership skills, 
overcoming adversity, participating in service-oriented 
extracurricular activities, having strong communication 
skills, and evidencing strong standardized test scores—is 
not enough to mitigate the decline in racial and ethnic stu-
dent body diversity caused by affirmative action bans. This 
process is intended to supplement a sole reliance on test 
scores, a factor shown to disproportionately disadvantage 
students of color in the admissions process. However, even 
with this holistic approach, we still see a decline in the racial 
and ethnic diversity of the student bodies in medical schools 
when the institutions are prohibited from considering race as 
a factor in admissions. Studies that employ qualitative meth-
ods could help explain why these declines have taken place 
despite holistic medical admissions policies, and shed light 
on institutional responses that could help mitigate declines 
in racial diversity.

Future studies could investigate the effects of recently imple-
mented bans, such as those in Arizona, New Hampshire, and 
Oklahoma. These studies could provide more detail of the 
effect of these bans on subcategories of racial and ethnic 
groups, using data the Association of American Medical 
Colleges began collecting in 2002 and addressing important 
questions with respect to subcategories of Asian American 
students. Future studies could also examine the effect of the 
bans at various stages, including application, admission, and 
enrollment. 

In the meantime, though, leaders and professionals in the 
medical community will need to compensate for the effects 
of these affirmative action bans, developing and adopting 
new outreach, recruitment, and admissions strategies. Our 
nation’s health depends upon it.n
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Traumatic loss in low-income communities of color

as his own.3 Unfortunately, six months into her pregnancy 
with their first child, his wife, who suffered frequent and vio-
lent epileptic seizures, miscarried. This was a huge blow to 
the couple, but Keith remained optimistic. They were young 
and would be able to have kids in the near future. Within six 
weeks, however, his wife died in her sleep, likely the result 
of another massive seizure.

All told, in his 28 years Keith had lost at least 16 very close 
friends and family members to death (or presumed death). 
The majority of these deaths were violent. All were unex-
pected. And almost all were concentrated during the last half 
of his life, from early adolescence to the present. Nine deaths 
resulted from homicide, three from accidents, and four from 
illnesses. This is an estimate based on loved ones that Keith 
happened to speak of during our conversations; if I had taken 
a proper survey, it very well might have revealed even more.

Consistent with various folkways for death in such com-
munities, which include memorial T-shirts and sidewalk 
shrines, especially among the young, Keith pays tribute to 
each of his lost family members, including his mother, with 
tattoos of their names blanketing his right arm. His left arm, 
however, he has reserved for the names of close friends who 
have died since early adolescence, most of whom were vic-
tims of gang-like warfare or petty neighborhood grievances. 
Extending the length of his left bicep, the tattoo consists of 
an unfurling scroll. The scroll’s heading reads The Ghetto 
Heaven. Two columns of five names each, street names all, 
are drawn in fancy script. At the scroll’s bottom reads “Rest 
In Peace.” Because he cannot imagine a life without constant 
loss, Keith has organized the names so that ample space re-
mains, on the inside of both his right and left forearms, for 
the names of the not-yet-dead.4

Although Keith’s experience is probably not atypical of 
young men and women from low-income communities of 
color, especially those beset by high rates of violence and 
crime, to my knowledge few researchers have examined 
this question in-depth, and so we actually know little about 
the extent and nature of traumatic loss such as the sudden 
and violent loss of a loved one to homicide, suicide, and 
accidents, in such communities.5 The neglect of this issue is 
curious for two reasons. 

First, in low-income black urban communities, rates of pre-
mature death are significantly higher than in other communi-
ties, as a consequence of illnesses (primarily cardiovascular 
and metabolic), accidents, and homicide.6 If the prevalence 
and incidence of sudden and violent deaths are higher in 
these communities, it stands to reason that rates of traumatic 
loss are higher as well. Descriptive analysis of the General 
Social Survey does suggest higher rates of traumatic loss 

Sandra Susan Smith

Sandra Susan Smith is Associate Professor of Sociology at 
the University of California, Berkeley.

From 2000 to 2004, five Black young men I grew up 
with died, all violently, in seemingly unrelated deaths. 
The first was my brother, Joshua, in October 2000. The 
second was Ronald in December 2002. The third was 
C. J. in January 2004. The fourth was Demond in Feb-
ruary 2004. The last was Roger in June 2004. That’s a 
brutal list, in its immediacy and its relentlessness, and 
it’s a list that silences people…. I wonder why silence 
is the sound of our subsumed rage, our accumulated 
grief. I decide this is not right, that I must give voice 
to this story.

Jesmyn Ward, Men We Reaped: A Memoir

“Keith Wiggins,” a 28-year-old lifelong resident of one of 
San Francisco’s poorest and historically most violent neigh-
borhoods, had experienced an inconceivable amount of loss. 
The loss primarily came with the early and violent deaths of 
people he loved and admired, but its face took many forms. 
First, when Keith was a boy, his young grandmother died in 
her sleep from a heart attack. Though he was heartbroken by 
her death, it would probably be the least traumatic loss he 
would suffer.1 Several years later, during early adolescence, 
he lost three friends to gang violence; he showed me where, 
in the middle of a neighborhood street, a close friend was 
shot in the back of the head assassination-style by a rival 
gang member. Then at sixteen, Keith lost his sister, two years 
his junior and his best friend, from complications associated 
with cerebral palsy. He wept as he described her passing as 
if it had occurred 12 days, not 12 years, before. And then 
at age 19, Keith lost a close cousin. They were essentially 
raised together, and so the two boys considered each other 
brothers more than cousins. The cousin died in his sleep from 
a drug overdose; he was barely out of his teens. And then he 
lost his mother—or so he thought. After grieving her loss 
for four months, Keith discovered that she was living just 
a few towns south of San Francisco, having conspired with 
another of Keith’s sisters to fake her own death and leave her 
old life behind.2 

The losses in Keith’s young life continued to mount. In his 
early 20s, he lost two close childhood friends to a car ac-
cident. No other car was involved; drugs and alcohol were 
found in their systems. At age 25, somewhat optimistic about 
the future, and gaining confidence that his troubled past was 
behind him, Keith married his longtime girlfriend, got a job, 
and prepared to grow their family—his wife entered the rela-
tionship with a very young daughter whom Keith embraced 
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among blacks, but especially the black poor. Between 1978 
and 1994, 2.9 percent, 3.6 percent, and 3.2 percent of 18- to 
30-year-old nonpoor whites, blacks, and Latinos, respec-
tively, reported losing one relative in the last year. Relative 
to their nonpoor counterparts, the figures for poor whites 
are little different (at 3 percent), and those for Latinos are 
roughly 25 percent higher (at 4.2 percent). But among poor 
blacks, rates of loss are two-thirds higher (at 6.1 percent). 
Descriptive analysis of the Black Love Survey, 2010, a web-
based survey to an online panel of a representative sample 
of African Americans, is also suggestive. It reveals that 10 
percent had lost a spouse or partner, child, sibling, or par-
ent to violence. Another 23 percent lost some other relative 
to violence. These findings are instructive, because they 
suggest higher rates of traumatic loss among blacks, and es-
pecially among low-income blacks, than among whites and 
Latinos. But these data fall far short of informing us about 
the prevalence, incidence, and nature of traumatic losses in 
low-income communities of color, relative to other commu-
nities, and so more research is needed to fill this significant 
gap in the literature.

Second, the neglect of this issue is odd because traumatic 
loss is also a strong and positive predictor of depression, 
Post-Traumatic Stress Disorder (PTSD), and complicated 
grief.7 A large and growing body of research indicates that in 
low-income black urban communities, rates of PTSD and de-
pression are substantially higher than they are elsewhere, and 
these mental health disparities have largely been attributed to 
exposure to community violence.8 This is for good reason, 
because rates of exposure to violence are very high in poor 
communities of color, and exposure to violence is a strong 
and positive predictor of poor mental health outcomes.9

Few researchers, however, have investigated the extent to 
which high rates of PTSD and depression in poor black 
urban communities are also attributable to traumatic loss, 
despite previous research linking PTSD, depression, and 
complicated grief to experiences of traumatic loss, especially 
so when the loss is the result of a homicide. Drawing from a 
national sample of 1,753 young adults, for instance, Zinzow 
and colleagues examined the mental health consequences of 
losing a loved one to homicide and reported that homicide 
survivors were nearly twice as likely to experience PTSD 
symptoms, depression, and drug abuse or dependence in the 
past year than did those who had not experienced such loss.10 
Freedy and colleagues also report that those who have lost 
a family member to violent death have higher PTSD preva-
lence rates than do those who have lost loved ones to suicide 
or accidents or those who have themselves been victims of 
direct crime.11 The latter finding suggests that the effects of 
traumatic loss on mental health outcomes might actually be 
greater than the effects of exposure to violence. This circum-
stantial evidence implies that traumatic loss plays an impor-
tant role in high rates of depression and PTSD among poor 
urban blacks. To date, however, we lack sufficient insight 
into the consequences of such losses for profoundly affected 
individuals, families, and communities.

Filling this gap in our knowledge is important, because 
traumatic loss likely has far-reaching implications not only 
for mental health, but also for social isolation, and orienta-
tions—expectations and aspirations, and therefore invest-
ments—toward the future. See Figure 1 where I diagram 
a model of the potential effects of traumatic loss. Not only 
has previous research established higher risks of PTSD and 
depression among residents of low-income black communi-
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Figure 1. Model of the effect of traumatic loss.
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ties, but reports also indicate that they are more likely to be 
socially isolated, to engage in deviant behavior, and to have 
leveled aspirations and lower expectations about the future.12 
And these potential effects of traumatic loss may be espe-
cially salient for young adults, who are still in the process 
of deciding what they want their lives to look like, and who 
may therefore experience greater long-term impact of these 
adverse effects on their own psychosocial development and 
socioeconomic and health trajectories.n 

 
1Although Keith loved his grandmother dearly, her loss, though unexpected, 
was somewhat less complicated. It was easier for Keith to make sense of 
his grandmother’s passing, even if her death was sudden. He had far greater 
difficulty, however, accounting for the losses of the others who died far too 
young and often violently.

2Keith theorized that his mother’s own inability to cope with the loss of her 
daughter and “son” led her to behave in such extreme and bizarre ways. 

3The new job was actually a temporary, government-sponsored internship 
program. It was one of the few opportunities available to Keith, whose 
spotty work history and criminal record made finding a real job extremely 
difficult, if not close to impossible.

4I learned that in the fall of 2013, months after our last set of interactions, 
Keith lost another first cousin, this time to homicide. His cousin had been 
killed in a drive-by shooting. 

5See F. Norris, “Epidemiology of Trauma: Frequency and Impact of Dif-
ferent Potentially Traumatic Events on Different Demographic Groups,” 
Journal of Consulting and Clinical Psychology 60, No. 3 (1992): 409–418, 
for some work on the effect of loss by accidental death among various 
demographic groups.

6See, for example, C. Murray, D. Kulkarni, C. Michaud, N. Tomijima, M. 
T. Bulzacchelli, T. J. Iandiorio, and M. Ezzati, “Eight Americas: Investigat-

ing Mortality Disparities across Races, Counties, and Race-Counties in 
the United States,” PLoS Medicine 3, No. 9 (2006): 1513–1524; and A. 
Geronimus, J. Bound, T. Waidmann, M. Hillemeier, and P. Burns, “Excess 
Mortality among Blacks and Whites in the United States,” The New England 
Journal of Medicine 335, No. 21 (1996): 1553–1558.

7See, for example, A. Amick-McMullan, D. Kilpatrick, and H. Resnick, 
“Homicide as a Risk Factor for PTSD among Surviving Family Members,” 
Behavior Modification 15, No. 4 (1991): 545–559. 

8K. M. Fitzpatrick, “Exposure to Violence and Presence of Depression 
among Low-Income, African-American Youth,” Journal of Consulting and 
Clinical Psychology 61, No. 3 (1993): 528–531.

9See, for example, E. Aisenberg, P. Trickett, F. E. Mennen, W. R. Saltzman, 
and L. Zayas, “Maternal Depression and Adolescent Behavior Problems: 
An Examination of Mediation among Immigrant Latina Mothers and Their 
Adolescent Children Exposed to Community Violence,” Journal of Inter-
personal Violence 22, No. 10 (2007): 1227–1249.

10H. Zinzow, A. Rheingold, A. Hawkins, B. Saunders, and D. Kilpatrick, 
“Losing a Loved One to Homicide: Prevalence and Mental Health Corre-
lates in a National Sample of Young Adults,” Journal of Trauma Stress 22, 
No. 1 (2009): 20–27.

11J. Freedy, H. Resnick, D. Kilpatrick, B. Dansky, and R. Tidwill, “The 
Psychological Adjustment of Recent Crime Victims in the Criminal Justice 
System,” Journal of Interpersonal Violence 9, No. 4 (1994): 450–468.

12See, for PTSD and depression: S. Galea, J. Ahern, and D. Vlahov, “Urban 
Neighborhood Poverty and the Incidence of Depression in a Population-
Based Cohort Study,” Annals of Epidemiology 17, No. 3 (2007): 171–179; 
for social isolation, B. Rankin and J. Quane, “Neighborhood Poverty and 
the Social Isolation of Inner-City African American Families,” Social Forces 
79, No. 1 (2000): 139–164; for deviant behavior, R. Sampson and W. J. 
Wilson, “Toward a Theory of Race, Crime, and Urban Inequality,” in Crime 
and Inequality, eds. J. Hagan and R. Petersen (Stanford, CA: Stanford Uni-
versity Press, 1995); and for aspirations and expectations, J. MacLeod, Ain’t 
No Makin’ It: Aspirations and Attainment in a Low-Income Neighborhood 
(Boulder, CO: Westview Press, 1997).
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Inequality and mobility

Does incarceration affect inequality during old age? 

from one that was committed to intervening in the economy 
in order to provide security for workers and social assistance 
to the poor, into an apparatus that pursues neoliberal policies 
that undermine the economic positions of many people, and 
locks up the disenfranchised.5 The author writes,

Here penalization serves as a technique for the invisi-
bilization of the social “problems” that the state, as the 
bureaucratic lever of collective will, no longer can or 
cares to treat at its roots.... (p. xxii)

Wacquant continues by describing the prison system as “a 
judicial garbage disposal into which the human refuse of 
the market society are thrown.”6 While some may quibble 
with Wacquant’s dramatic writing style and biting critique 
of the U.S. government, most scholars agree that the rise in 
the incarceration rate cannot be ascribed to an increase in 
the crime rate.7 Rather, the incarceration rate rose because 
of a specific public policy decision to have the nation use 
prison as the preferred form of punishment more frequently, 
particularly for drug offenses—including those of drug us-
ers, not just dealers. 

Given this socio-political reality that the United States sends 
a meaningful number of its residents to prison, coupled with 
the reality that most offenders are eventually released, it 
seems important to ask whether mass incarceration is likely 
to have any consequences for ex-offenders’ ability to prepare 
for old-age.8 For example, will it affect an individual’s ability 
to save privately for old age? Will it have any influence on 
an ex-offender’s access to external sources of retirement sup-
port, such as a private pension or Social Security benefits?

Are incarceration and retirement savings 
connected? 

Why draw connections between incarceration and the ability 
to prepare for retirement? There are several pathways that 
might connect incarceration to an individual’s retirement 
prospects. The first is an income channel. One important 
way that individuals accumulate wealth is by saving a por-
tion of their income during their working years. The higher 
an individual’s income, the more he or she is able to save 
(for a given saving rate). Moreover, economic theory sug-
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In this article, I examine the degree to which there might be 
long-lasting or late-life consequences in store for individuals 
who have been convicted of committing a crime. The goal is 
to determine whether the mass incarceration that the nation 
witnessed during the 1980s and 1990s might portend widen-
ing inequality in the future, when this generation gets old. 

Crime in the USA

The United States is distinctive among western countries 
in that it imprisons a comparatively large number of its 
residents. It actually has the highest incarceration rate in the 
world. In 2011, for example, 1,598,780 people were incar-
cerated throughout the United States.1 This is about 0.7 per-
cent of the adult population, or 692 per 100,000 persons. The 
present incarceration rate is also high by historical standards. 
Prior to about 1975, the U.S. incarceration rate had been 
fairly stable at around one-tenth of a percent of the popula-
tion.2 During the 1980s, however, there was a sharp increase 
in the share of the population that was incarcerated; this up-
ward trend continued throughout the 1990s and into the first 
decade of the 21st century. This escalation in incarceration 
rates during the 1980s and 1990s has been characterized as 
“mass incarceration” by many scholars.3

Some scholars have interpreted the rising incarceration rate 
as evidence of a crucial shift in the role of the state in U.S. 
society. It has been accompanied by rapid growth in the U.S. 
penal system, and the expansion of this particular function 
of government—the transition toward a state that locks up 
substantial numbers of its residents—has led some scholars 
to argue that the U.S. government now should be character-
ized as a “carceral” or “security” state.4 In a now famous 
text, Punishing the Poor, sociologist-philosopher Loïc Wac-
quant argues that the rise of the U.S. penal system should be 
thought of as part of a “triple transformation” of the state—a 
process through which the government transformed itself 

Two panelists spoke on issues related to inequality and mobility. Ngina Chiteji discussed potential late-life economic circumstances 
for formerly incarcerated men, suggesting that by the middle of their lives these men appear to have accumulated little wealth. 
Fabian Pfeffer presented work done jointly with Robert Schoeni, providing an overview of established findings on intergenerational 
mobility, and new research directions on the topic. This set of articles summarizes their presentations.
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gests that saving rates rise with income. Because existing 
empirical research shows that ex-offenders earn less than 
non-offenders, and that they experience slower wage growth 
post-incarceration, one would expect ex-offenders to have 
smaller incomes from which to save than will individuals 
who have never been incarcerated.9 

A second transmission mechanism linking incarceration to 
retirement prospects comes through employment. Findings 
in the extant literature indicate that incarceration dampens 
the probability of being employed post-incarceration.10 
Moreover, it may affect the type or quality of jobs that 
individuals obtain.11 For example, Western has argued that 
it relegates individuals to the secondary labor market.12 Be-
cause employment and the type of job an individual has are 
key determinants of access to pension coverage, one would 
expect a connection between past incarceration experience 
and whether an individual will have an employer-sponsored 
pension to draw on during retirement.13

A third way incarceration might influence the magnitude of 
an individual’s retirement resources is through its potential 
effect on eligibility for Social Security. While research shows 
that the average spell of incarceration is relatively short, 
many individuals experience repeated bouts of incarcera-
tion. In fact, Steven Raphael has noted that the experience 
of young offenders is likely to be characterized by cycling in 
and out of prison for a lengthy period of time.14 This suggests 
that there is the theoretical possibility that some ex-offenders 
may find themselves reaching the age of 65 with too few 
quarters of work to be eligible for Social Security.

Clearly, economic theory and the existing literature reveal 
several reasons to expect a link between incarceration and 
the adequacy of a former offender’s personal savings, and 
his or her ability to rely on external sources such as privately 
provided pensions or social security during retirement.

I present preliminary results using data from the National 
Longitudinal Survey of Youth (NLSY). This dataset allows 
us to examine a group of men who are at the mid-point of 
the life cycle, roughly ages 43 to 51, in 2008, to determine 
whether they have less private wealth than men who have 
not been incarcerated, and to assess their access to private 
pensions.

Table 1 compares ex-offenders to men who have never been 
incarcerated. As shown, the average ex-offender has only 
about $25,374 of wealth accumulated by the midpoint of the 
life-course, and the median ex-offender has only about $130 
of wealth. One hundred and thirty dollars is not much of a 

Table 1
Comparing the Midlife Wealth Levels of Ex-Offenders and Men 

who Never Have Been Incarcerated

Wealth 
Ever

Incarcerated
Never

Incarcerated

Mean
Median

$25,374
$130

$395,541
$167,000

Notes: Analysis of data from the 2008 wave of the National Longitu-
dinal Survey of Youth (NLSY). All data are weighted using the 2008 
NLYS cross-sectional weight variable. N = 3,682. All mean differences 
are statistically significant at .001 level.
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Figure 1. The wealth penalty for having a prison record.

Notes: Analysis of data from the 2008 National Longitudinal Survey of Youth (NLSY). All data are weighted using the 2008 cross-sectional weight variable. Re-
sults reported are from the full sample of men. N = 1,878.
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nest egg, and even though a 40- or 50-year-old man still has 
15 to 25 years to save before he hits retirement, $130 is not 
much of a starting point.

Regression analysis suggests that much of the unadjusted 
gap between ex-offenders and men who never have been 
incarcerated can be explained by labor market factors. For 
example, as shown in Figure 1, in a series of ordinary least 
squares regressions using the full sample of NLSY men, 
the adjusted gap is smaller than the unadjusted gap between 
ex-offenders and men who have never been incarcerated. 
The first bar depicts the unadjusted gap between men with a 
prison record and men who never have been incarcerated; the 
former possess $256,401 less wealth than the latter, on aver-
age, and the difference is statistically significant. When con-
trols for years of schooling and long-run income are added, 
however, the size of the gap between those with records and 
those without falls to $91,507. Although smaller, this differ-
ence is still statistically significant. The third bar represents 
the magnitude of the difference once controls for race, eth-
nicity, and marital status have been added to the regression. 
In that case the gap falls to $38,670 and the difference is no 
longer statistically significant.

Restricting the sample in various ways to account for the 
fact that men who end up in prison may be inherently dif-
ferent from other men produces similar results.15 In each 
case, there is an initial gap between ex-offenders and men 
who have never been incarcerated, and the addition of labor 
market-related variables into the regression reduces the size 
of the gap.

Does having a prison record appear to affect an individual’s 
likelihood of having an employer-provided pension that he 
will be able to draw on during retirement? Table 2 shows 
the results from analysis of several private pension-related 
questions. As shown in the table, respondents who had a 
prison record were less likely to be employed in jobs that 
offered pensions. They also were less likely to have pension 
coverage. 

Conclusion 

While the empirical work discussed above is clearly only 
in its early stages and the results are therefore suggestive 
at best, this analysis of NLSY data suggests that men who 
have been incarcerated do not possess much wealth by the 
mid-point of the life course. Median wealth for this group 

was a paltry $130, despite the fact that all of the men had 
already reached their 40s. The analysis also suggests that 
to the extent that incarceration has an influence on wealth 
accumulation, it appears that this effect is transmitted via 
the effect that it has on the labor market prospects of ex-
offenders. Our analysis also suggests that society cannot 
expect ex-offenders to rely upon private pensions during old 
age to compensate for their low levels of wealth. While fairly 
common for the average worker, pension coverage is less 
common among ex-offenders.

If formerly incarcerated people reach old age without per-
sonal savings or without adequate pension coverage, one 
expects that they may be likely to look to public programs 
for support. Whether most of them can expect to simply rely 
upon the Social Security program instead is an open ques-
tion. In follow-up research I intend to explore the effects that 
cycling in and out of prison has on an ex-offender’s likeli-
hood of acquiring enough quarters of work to be eligible for 
Social Security.16 If not eligible for Social Security, however, 
some ex-offenders will probably need to turn to the federal 
government’s Supplemental Security Income (SSI) program 
for assistance.17 The research presented in this article begs 
the question of whether there might be a challenge looming 
for SSI in the future—a “prison boom generation” effect.n 
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munities: How Mass Incarceration Makes Disadvantaged Neighborhoods 
Worse (New York: Oxford University Press, 2007); and M. Alexander, The 
New Jim Crow: Mass Incarceration in the Age of Colorblindness (New 
York: The New Press, 2010).

4L. Bobo, “Crime, Urban Poverty and Social Science,” Du Bois Review 6, 
No. 2 (2009): 273–278; P. Chevigny, “The Populism of Fear,” Punishment 
and Society 5, No. 1 (2003): 77–96.

5L. Wacquant, Punishing the Poor: The Neoliberal Government of Social 
Insecurity (Durham, NC: Duke University Press, 2009).

6Wacquant, Punishing the Poor, p. xxii

7B. Western, “The Impact of Incarceration on Wage Mobility and Inequal-
ity,” American Sociological Review 67, No. 4 (2002): 526–546; and Alex-
ander, The New Jim Crow.

8J. Travis, “Reentry and Reintegration: New Perspectives on the Challenges 
of Mass Incarceration,” in Imprisoning America, ed. Pattillo, Weiman, and 
Western.

9Western, “The Impact of Incarceration on Wage Mobility and Inequality.”

10See, for example, H. Holzer, P. Offner, and E. Sorenson, “Declining 
Employment among Young, Black, Less-Educated Men,” Journal of Policy 
Analysis and Management 24, No. 2 (2005): 329–350.

11S. Raphael, “Early Incarceration Spells and the Transition to Adulthood,” 
in The Price of Independence: The Economics of Early Adulthood, eds. S. 
Danziger and C. E. Rouse (New York: Russell Sage Foundation, 2007).

12B. Western, Punishment and Inequality in America (New York: Russell 
Sage Foundation, 2006).

Table 2
Access to Employer-Provided Pensions

Ever 
Incarcerated

Never 
Incarcerated

Respondent is eligible for 
pension coverage at his job 78.21% 93.79%

Respondent is covered 34.0% 70.0%

Notes: Analysis of data from the 2006 wave of the National Longitudi-
nal Survey of Youth (NLSY). All differences are statistically significant.
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Intergenerational transmission of well-being

porary United States are again around 0.4.6 However, this 
prior research measured the wealth of the second generation 
when they were still relatively young, before many would 
have received any inheritance or accumulated substantial 
assets. Some ongoing research shows that tracking this gen-
eration further in their lifetime reveals considerably higher 
intergenerational wealth correlations.7

Another important area that has received little research at-
tention is the intergenerational correlation in consumption 
despite the fact that some may consider consumption a bet-
ter indicator of economic well-being than income or wealth. 
Figure 1 shows some new data on the probability of mov-
ing up in the consumption distribution for children whose 
parents were in the bottom quartile of consumption. The 
probability of moving up substantially is low: 44 percent of 
children remain in the bottom quartile, while only 12 percent 
move up to the top quartile. The figure also shows the cor-
responding probabilities for family income; the patterns are 
quite similar for both measures. 

Noneconomic dimensions of mobility

Though we cannot delve into its detailed findings here, work 
has also been done on intergenerational correlations in non-
economic dimensions, such as health, personality type, and 
psychological well-being.8 The correlations for these non-
economic characteristics tend to be much lower than those 
for the socioeconomic characteristics discussed above. That 
is, a child’s longevity, happiness, or degree of extraversion 
tend to be much less related to the same parental traits than 
is the case for the child’s similarity to its parents in terms of 
socioeconomic well-being.

Multiple generations

In addition to the study of intergenerational correlations 
between parents and children, there are good reasons to also 
look beyond just two generations. Robert Mare recently sug-
gested that relying exclusively on two-generational models 
for mobility analyses means that “it is likely that we have 
overstated intergenerational mobility [. . .] or, at the very 
least, have misunderstood the pathways through which it oc-
curs.”9 Recent research in this area has, for example, shown 
that grandparents’ income may have direct effects on grand-
children’s high school attainment, even after controlling for 
parents’ income and other parental characteristics.10

Another approach to study the degree of inequality in oppor-
tunity is to look horizontally, within generations, rather than 
vertically, between generations. Within the two-generational 
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In this article, we provide a brief overview of some estab-
lished findings on intergenerational mobility as well as some 
new research directions.

Intergenerational correlations

When researchers describe social mobility from one gen-
eration to the next, they often focus on immobility; that is, 
whether one generation tends to look like the one that came 
before, on both economic and noneconomic measures. In-
come is a commonly used measure to investigate whether 
the children of poor parents also tend to become poor adults. 
Estimates of the correlation between parents’ and children’s 
income in the United States tend to be around 0.4.1 Although 
there is a lot more nuance to the many findings generated in 
this broad field of research, the main story is that intergenera-
tional income immobility is high, much higher in the United 
States than in comparable Western industrialized countries, 
and it has been quite stable across time.2

There are other measures of socioeconomic inequality, of 
course, such as how likely children are to attain the same 
level of education as their parents, or to have the same oc-
cupation. The story for intergenerational correlations in edu-
cation is very similar to that for income; some studies also 
place the estimate at around 0.4. Again, the United States 
demonstrates less mobility in education than comparable 
countries and this correlation has also been stable over time.3 
For occupation-based measures, in contrast, although the 
intergenerational correlation may also be in the 0.4 range of 
estimates, the United States is average in mobility compared 
to other countries. Mobility in occupation has been increas-
ing slowly over time until recently; over the last few decades, 
children have become somewhat less likely to hold an occu-
pation in the same category as their parents.4

Other important dimensions of economic inequality that are 
much less studied are inequalities in wealth and consump-
tion. Wealth is a dimension of economic well-being that suf-
fers from a particularly high degree of inequality, and a dra-
matic rise in inequality during the last few years.5 Although 
there has been much less research done in this area, estimates 
of the intergenerational correlation in wealth for the contem-
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perspective, researchers often study sibling correlations. The 
degree to which siblings are more similar to each other than 
to nonrelated members of the population indicates how much 
their parental background and other shared factors determine 
their success. The factors taken into account in this type of 
analysis include not just parental characteristics, but also 
neighborhoods, genes, and culture, and any other shared 
environments between siblings. A horizontal analysis can 
also be applied within the multi-generational perspective by 
looking at correlations between cousins, that is, individuals 
who share grandparents but not parents. Ongoing analyses 
of data from the Panel Study of Income Dynamics reveal 
considerable cousin correlations across a range of socioeco-
nomic indicators; preliminary estimates of these of cousin 
correlations are 0.23 for education, 0.19 for occupation, and 
0.13 for family income.11 To put these results in context, 
Jaeger found a similar correlation of 0.26 for education us-
ing data from the National Longitudinal Survey of Youth.12 
Another study from Sweden found somewhat lower cousin 
correlations, of 0.15 for education and 0.11 for occupation.13 

Where do these correlations come from?

The finding that intergenerational correlations tend to be 
stable across various dimensions of economic well-being 
and across time does not necessarily imply that there is a 
single mechanism driving all of them. Here we offer two 
broad pathways—neither complete nor mutually exclu-

sive—through which parental resources may facilitate suc-
cess: purchasing and insuring.14

Purchasing success

The first pathway is the purchasing function; parents’ re-
sources could be used to purchase access to valuable goods 
such as education. Figure 2 shows the economic assistance 
that young adults received from their parents, by quartile of 
parental income. While the most widely cited estimates of 
the cost of raising a child usually end at age 18, a few studies 
also look at amounts that parents provided to their children 
from age 18 to 34. These amounts are substantial, and, un-
surprisingly, vary widely by parental income.

The estimates shown in Figure 2 are somewhat dated, since 
the data on cash transfers in particular are from 1988, but 
we think the figure is still informative. Since the late 1980s, 
the average age of young adults living in their parents’ home 
has increased. Some more recent work provides consistent 
reports of parental cash assistance received by young adults 
over the past three decades. However, these data provide 
only qualitative estimates of the amount of assistance, not 
actual dollar amounts. Figure 3 shows the proportion of 
young adults receiving assistance in a given year by level of 
parental education, from 1980 through 2010. Young adults 
whose parents are more educated are more likely to receive 
assistance, and the proportion of students receiving assis-
tance has increased by approximately 10 percentage points 
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Figure 1. Probability of moving up the distribution, for children whose parents were in the bottom quartile. 
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over the three decades. Somewhat surprisingly, perhaps, the 
disparities in assistance between the two levels of parental 
education have not changed substantially over the period.

A final example of the purchasing function pathway is illus-
trated by examining the proportion of college students with 
loans by their parents’ wealth. In this case, we find that the 
relationship is nonlinear, with student loan debt most likely 
to be held by students whose parents are in the middle of the 
wealth distribution.15 About half of students in the second 
and third quartiles have loans, compared to about 40 percent 
of students in the bottom quartile, and about one-quarter of 
students in the top quartile. Presumably, many of the young 
adults in the bottom quartile are receiving financial aid and 
attending lower quality, less expensive colleges, or both. Of 
course, some young adults may never enroll in postsecond-
ary education because of limited parental wealth.

Insuring against failure

A second pathway through which parental resources may 
help those who have access to them, is insurance against 
failure. In this case, the beneficial effects of parental re-
sources (in particular, parental wealth) may occur even in 
the absence of an actual transfer. In many cases, just know-
ing that parental resources would be available in the case 
of failure (such as dropping out of college) could alter a 
young adult’s decisions. This type of private safety net may 
have behavioral effects wherever risk is involved, such as 

in educational decision-making. For example, the relation-
ship between parental wealth and educational attainment 
is just as strong in countries such as Sweden and Germany, 
which have tuition-free higher education and provide income 
transfers to students, as it is in the United States.16 While the 
intergenerational wealth effect in these countries cannot be 
explained as easily by the purchasing function, it is in line 
with the insurance explanation since even in these egalitarian 
countries students still risk failure and its negative conse-
quences by choosing to enroll in higher education. Another 
piece of evidence to support this argument from ongoing 
research is that children from higher-wealth households 
choose college majors with higher earnings variance. Since 
earnings variance represents economic risk, this finding sug-
gests that children from higher-wealth households may be 
more willing to incur that risk.

Conclusion

The literature on intergenerational mobility is broad and 
large, including studies of correlations in different non-
economic as well as different economic dimensions of 
well-being. Many studies focus on a single dimension of 
socioeconomic standing to assess intergenerational associa-
tions. Although we cannot do justice to many of the nuances 
of this literature here, a very broad overview suggests that 
the intergenerational correlations in economic outcomes 
are of a similar size (and larger than the correlations in non-

Figure 2. Economic assistance to young-adult children ages 18 to 34, by parental income quartile. 

Source: R. F. Schoeni and K. E. Ross, “Material Assistance from Families during the Transition to Adulthood,” in On the Frontier of Adulthood, eds. R. A. Set-
tersten, F. F. Furstenberg, and R. G. Rumbaut (Chicago: University of Chicago Press, 2005).
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economic outcomes). Yet, taking this as evidence of a single 
mechanism or even a “law of mobility” being at work is 
unfounded.17 A range of different mechanisms may account 
for different intergenerational associations.

One promising explanatory approach reviewed here consid-
ers intergenerational transfers and risk in intergenerational 
mobility processes to help explain mobility patterns. An 
explanatory approach that assumes both “purchasing” and 
“insurance” pathways may explain how parental wealth af-
fects children’s attainment, and help orient future work on 
the intergenerational effects of wealth and other economic 
resources. However, it is likely a much less promising per-
spective to make sense of intergenerational correlations in 
other dimensions, such as the correlation between parents’ 
and offspring’s education.n
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