I am very happy to introduce this issue of Focus, which covers four topics: the income-health gradient; emergency savings for low-income families; a successful place-based urban policy—the federal urban Empowerment Zone program; and jobs—the importance of who you work for, and job quality for low-wage workers. These articles are based on recent work by our local and national affiliates. All of them send the message that addressing the problems of health status gradients, emergency savings, and decent jobs are complicated endeavors. But each of these advances our policy- and poverty-relevant knowledge and gives hope of improved lives for low-income families.

First up is an introduction to an important new book, The Biological Consequences of Socioeconomic Inequalities edited by Barbara Wolfe, William Evans, and Teresa E. Seeman, which grew out of a series of meetings to engage both social and biological scientists to examine the sources of the well-known socioeconomic status-health gradient. For example, they assess how social and biological factors might explain the relationship between child health and family income. Evidence using children certainly suggests that family income influences health, but it is not possible to fully explain observed differences in health by income alone. While this work does not answer all of the questions regarding the mechanisms by which health differs by economic status, it greatly advances what we know about one of the most debated and important relationships in society: economic well-being and health. The answers to this puzzle likely closely to the IRP major research theme of the intergenerational transmission of poverty, starting later this year.

Next is a summary of an important topic—emergency savings for low-income consumers. Emergency savings, also called rainy day savings or contingency savings, act as a form of insurance against unexpected, irregular, and unpredictable expenses. Over the course of the Great Recession, it has become clear that families who suffer large economic losses in earnings, incomes, and assets, increasingly need to stanch the downward economic spiral and stabilize the family’s financial ship. Professor Michael Collins, head of the Center for Financial Security (CFS) at UW–Madison and an IRP affiliate, argues that an effective policy to encourage savings should target specific types of expenses or contingencies that households typically underestimate; recognize behavioral biases and over-optimism about future resources; and create a way to systematically encourage adequate savings for an emergency. While we do not yet have the answer to effective means for savings-building, we will attempt to push the ball even further in our spring 2014 IRP/CFS workshop on Financial Decision-Making, Poverty and Inequality. Stay tuned and search our website (www.irp.wisc.edu) for more on this upcoming event.

The third piece is about a place-based policy that actually seems to work: the federal urban Empowerment Zone (EZ) program. IRP affiliate and economics professor Jesse Gregory and colleagues recently published their analysis of the EZ, finding that the program appears to have successfully transferred income to a small, spatially concentrated labor force. While the authors caution that this is a short-term evaluation, leaving important questions about whether this program will have lasting effects, they conclude that so far it is a promising strategy for reviving otherwise depressed urban spaces.

We finish this issue of Focus with a familiar and frustrating issue: good jobs, both the importance of who you work for as well as job quality and low-wage work. As the labor market continues to slog along in its recovery from the Great Recession, many are asking: What does it take to find a good job and to support a family? If the answer to poverty is a good steady job with decent wages and long-term prospects for advancement, the two entries that end this issue will help shape that debate.
First, we summarize the Robert J. Lampman Memorial Lecture given by David Card last spring, and entitled, "Good Jobs: The Increasing Importance of Who You Work for in Achieving Economic Success." Professor Card argues that having a “good job” is mainly about working at a “good firm,” and that some employers appear to offer firm-specific wage premiums which are too large to be completely explained by the idea that particularly profitable firms will share those profits with employees. Such a finding challenges the conventional economic belief that equally-skilled workers are paid the same wages regardless of where they work. The Card framework acknowledges firm-specific wage premiums and in so doing represents an important new direction in labor market analysis, one which appears to be quite helpful in explaining rising wage inequality, cyclical wage variation, early career progression, and gender wage gaps.

Finally, in contrast to good firms that pay well, low-wage working conditions are addressed by IRP affiliate and social work professor Anna Haley-Lock to better understand the process by which low-income workers “churn” in and out of employment. This work complements research on individual-level characteristics, as well as the firm characteristics that Card explores. Haley-Lock looks at how organizational and other contextual factors, such as location and firm size, correspond with the quality of waitstaff jobs, and finds that pay, benefits, and workers’ ability to influence work schedule are affected by these factors.

As always, IRP is on the lookout for good opportunities to stimulate research, train young researchers, analyze policy, and improve program performance and practice to better the lot of the poor. We welcome any ideas you may have that will help us to achieve these goals.

—Timothy M. Smeeding, IRP Director
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The existence of a positive relationship between socioeconomic status and health has been well established; individuals who are better off financially tend to have better health and better health habits. However, until we more fully understand both the nature of this relationship and the mechanisms behind it, it may be difficult to devise policies that will substantially reduce disparities in health across groups. In this article, we review the existing evidence on the relationship between socioeconomic status and health.1

Basic relationship between socioeconomic status and health

A positive gradient between various indicators of socioeconomic status and health has been found across all age groups, and for all countries in which it has been studied. This relationship has been identified for a variety of health indicators, including mortality, morbidity, general health, health habits, and functional limitations. These health indicators have in turn been associated with a number of socioeconomic status measures, including income, wealth, occupation, and education. While these indicators of socioeconomic status are all related to one another, each has unique aspects. Some of these indicators may serve as both a cause and an outcome of health status. For example, income may drop as a result of poor health, and poor health may also result from income constraints. In contrast, education is generally established relatively early in life and is less likely to be subject to changes in health status. But income is easier to change in the shorter run, and so may be the favored policy instrument.

The shape of the income-health relationship

Figure 1 illustrates the basic shape of the relationship between income and health when compared across individuals or countries. While higher income is associated with better health at all points on the curve, the relationship is steepest at the bottom of the income distribution. Thus, the relative gain in health associated with, for example, a $100 increase in income for those with low incomes ($H_a^* - H_a$) is much greater than the health gain associated with the same increase for those with high incomes ($H_b^* - H_b$).

Descriptive evidence

The strength of the socioeconomic status-health gradient varies at different ages; health gaps are greatest in mid- to late adulthood, when rates of disease begin to rise and more variation is linked to socioeconomic factors. The gap nar-
rows after age 65, perhaps due to differential survival and safety net programs (such as Medicare and Social Security) that begin at that age.

**Marginal effects on children’s health**

The childhood period is important to examine for two reasons. First, as is described in more detail below, the childhood gradient is less susceptible to concerns of reverse causation as it is less likely that poor health is “causing” low income. Second, although the magnitude of socioeconomic status differences is greater in adulthood, previous work has demonstrated that the adult gradient has its roots in childhood.²

Our research shows that parental income is significantly related to the probability that children will experience five out of seven health outcomes that we examined.³ These seven outcomes are whether the child has fair or poor health as reported by an adult in the house; has missed 10 or more days of school in the past year due to injury or illness; has a physical, mental, or emotional condition that limits activity; had a hospital stay in the previous 12 months; had an emergency room visit in the previous 12 months; had an injury or poisoning in the past year; and has ever been diagnosed with asthma. No association is found with injuries or poisonings in the previous year or for a diagnosis of asthma. The gradient is rather steep for most outcomes. For example, as shown in Figure 2, while only 2.3 percent of children are reported by an adult in the house to be in fair or poor health, a child from a family with under $10,000 in family income has an 8 percentage point higher probability of this status compared to a child in the highest income group.

There are two particularly notable findings in this set of results. First, children’s health improves at each higher level of family income, even at the upper levels. Thus, children whose parents have an income of $55,000 to $75,000 are significantly more likely to be in fair or poor health compared to children whose family incomes exceed $75,000. Second, the declining benefit of higher income identified in Figure 1 can be seen in these results; an additional $10,000 at the bottom of the income distribution is linked to a greater improvement in the child’s health than is an additional income increase of $20,000 at the top of the distribution.

**Marginal effects on adults’ health**

The strength of the relationship between socioeconomic status and health is similarly strong for adults.⁴ We again found that those with higher incomes had better health than those with lower incomes, for three overall measures of health (report of fair or poor health; bad mental health days in past month; and bad physical health days in past month) and five measures of health habits (current smoker; obese; overweight; no exercise in past month; and rarely eats fruits and vegetables). Marginal effects are generally quite large. For example, as shown in Figure 3, those with income under $10,000 have a 44 percentage point higher probability of reporting fair or poor health than someone with income over $75,000, nearly three times the sample mean.

---

**Figure 2. Marginal effects on children reported being in fair or poor health.**

*Source:* Authors’ calculations based on National Health Interview Survey, 2001–2003, from the National Center for Health Statistics.

*Note:* Error bars represent 95 percent confidence intervals.
Change in gradient strength

Although the income-health gradient can be observed both across nations and over time, the steepness varies considerably. This variation may reflect the degree of inequality in different countries or at different points in history, differential access and use of care, or differing health habits.

Changes over time

It has been well-documented that the United States has experienced a large increase in financial inequality over the past forty years. This rise has occurred for almost all measures of income, wealth, wages, and earnings. For example, between 1967 and 2008, the ratio of incomes at the 90th and 10th percentiles has increased from 9.3 to 12, a rise of almost 30 percent. Some studies also document an increase in the strength of the gradient between socioeconomic status and health during this period. To add to this literature, we used two U.S. longitudinal mortality studies to look at the probability of mortality by income quartile. As Figure 4 shows, there is a striking income-mortality gradient in the United States that increased over the last two decades of the twentieth century. In the earliest period, those in the lowest quartile of income have a three-year mortality rate that is nearly twice that of those in the highest income group. By the later period, this number has increased significantly, to 2.7.

Evidence from other countries

Since the United States has been unique in its failure to provide universal health care coverage, it is often assumed that differences in socioeconomic status are largely explained by differences in access to health care. If this was the case, we would expect the gradient to be greater within the United States than within other countries.

To test the assumption, we looked at a variety of data sources for other countries. Results from surveys in Organization for Economic Cooperation and Development countries provide evidence of an income-health gradient of a fairly consistent size, even in those countries that provide universal health coverage. These data show disparities in health by socioeconomic status in Australia, the United States, and France, though not in New Zealand. Other evidence from Australia provides results that are quite consistent with the United States in terms of general health and long-term health. Finally, data from ten European countries show disparities in self-perceived health by educational level across all countries, although the size of the disparities varies.

Disentangling the causal effect of income on health

The existence of the relationship between income and health is frequently interpreted as indicating that income causally affects health—that is, an individual’s health would improve as their incomes rise. An alternate interpretation is reverse causation, that poor health can impair a person’s productivity, and thus their income and wealth. Since both of these may be true, this leads to the question of the extent to which income affects health and vice versa. A third scenario is also possible: there may be an underlying common determinant of both health and socioeconomic status. For example, fac-
tors such as motivation or genetics could account for both low income and poor health. It is difficult for researchers to determine the causal pathways, due largely to reverse causation and possible omitted factors. We reviewed what we believe to be the most promising literature to advance our knowledge in this area.

Within the literature, the three most commonly used measures of status are income (and wealth), education, and occupation. The logic behind using income is that more income provides more routes to good health such as better nutrition, improved access to health care, greater access to opportunities for exercise, and more public safety and lower environmental risks via neighborhood choice. However, the problem of reverse correlation is likely greatest for income since poorer health almost surely reduces earning opportunities. Wealth can be thought of as accumulated income and thus may avoid this issue, since temporary poor health has less effect on long-term wealth than on short-term income. Still, chronic health conditions place demands on wealth so that the issue partly remains. Education is less problematic, but a child’s own health may limit education, so the issue is still not entirely avoided. In addition, education does not completely capture access to resources and so may miss part of the link. Finally, occupation is mainly relevant for only the working-age population and those in the labor force, limiting the study to a subset of the population. The two general approaches used to investigate causality in the socioeconomic status-health gradient are (1) studying children, where issues of reverse causation are lessened; and (2) natural experiments that also provide better control over causal direction. These are the two literatures we briefly review below.

**Research focused on children**

The theory behind using studies of children to gain insight into the link between socioeconomic status and health is that while children do not influence household income, they may be influenced by parents’ socioeconomic status. More income in the family means a less-binding income constraint so that more and better inputs into a child’s health may be purchased. These might include better quality medical care and food, a safer play environment, better housing, and safer neighborhoods. Occupation will also change income and potentially alter the time spent with children. Mothers who work spend less time with children but comparing across education groups, more-educated women spend much more time with children than do mothers with fewer years of schooling. Higher income may be used by parents to purchase substitute care where quality may also influence the health, including mental health, of children. More parental education may be tied to greater productivity including improving child health. More-educated parents have greater access to information regarding the health and development of their children. Following medical directions, obtaining care on the recommended schedule, meeting children’s nutritional needs, and providing educational activities are all likely forms of investment in child health.

Using children to study this link is not perfect, especially when examining income effects, for several reasons. For one
thing, having a child with a chronic health problem may well reduce parents’ work hours and thus income. Second, parents may reduce work time and hence income in the presence of very young children, meaning that permanent income may be mismeasured. Third, children’s health may be influenced by their activities (many children develop infectious diseases when they first spend extended time with other children), but these are not the measures of health that we usually contemplate when considering the income gradient. Finally, there may be a more general problem in accurately capturing general health, chronic conditions, and health shocks of children. Even faced with these difficulties, there are major gains to studying children since doing so substantially reduces issues of reverse causality.

The first paper to explore the question of the time path of the income gradient among children is by Anne Case, Darren Lubotsky, and Christina Paxson.9 Using a measure of general health, they found clear evidence of an income-health gradient at all ages and a steepening with age. This paper set off a chain of other studies—some used data from other countries, which have universal health insurance, while others used alternative datasets for the United States. For example, Janet Currie and Mark Stabile used data from Canada to ask whether the same steepening pattern exists for children under universal coverage.10 In addition to replicating the findings from Case, Lubotsky, and Paxson, they also attempted to understand if the “cause” for this pattern is that low-income children are less able to recover from a health shock than higher income children or that low-income children are subject to more health shocks. Health shocks are defined by a set of chronic conditions. Their results suggest that, at least in Canada, low-income children recover as well as higher income children from a health shock, but tend to have more of them.

Alison Currie, Michael Shields, and Stephen Wheatley Price found a positive tie between income and child health in England, though without a significant increase as a child ages.11 Subsequent reanalysis and extension by Case, Lee, and Paxson comes closer to replicating the U.S. pattern, although it is clearly flatter than that for the United States.12 Rasheda Khanam, Hong Son Nghiem, and Luke B. Connelly examined Australian data and found a similar income gradient of health, though again flatter than that for the United States.13

Finding statistically significant income gradients of health that increase with a child’s age in these three countries suggests that whatever explains this tie is not eliminated by universal health care coverage. The study for the United Kingdom suggests a flatter gradient than the studies of the United States, Canada, and Australia, yet all provide empirical evidence of both a positive tie between better child health and higher family incomes, which appears to become steeper in older children. Examining effects associated with different ways of measuring income may influence our understanding of the link between income and health. Jason E. Murasko, explored alternate dimensions of income and found that the two-year average income (and family income compared to wage income) shows a stronger tie to child health.14 However, his use of only two years of income casts some doubt on the reliability of his comparison of permanent versus current income. Jason Fletcher and Barbara Wolfe use a longer panel and find that the income gradient is greater using permanent income than using either current income or a two-year rolling average.15 Since current income may be more subject to adverse effects from the child’s health problems, this pattern provides some support for the causal pathway from income to health.

Is the effect of income cumulative? The approach used in both Khanam, Nghiem, and Connelly and Murasko is to use the earliest or prior health status to capture the influence of income on children prior to the age under study.16 Thus they suggest that including prior health captures the influence of income on health up until the most recent period of time. Under this perspective, estimates of the tie between income and health in the current period capture only the marginal influence of income on health. This approach reduces the coefficient on income but still retains the overall pattern of results.

Might other factors lie behind the measured income gradient? A few studies add parental health as a possible correlate of income that might be tied to the observed gradient. The addition of parent’s health by Khanam, Nghiem, and Connelly reduces the statistical significance of income as a determinant of a child’s health, though the steepening pattern as a child ages remains.17 The authors suggest that this is a way in which income influences health; that is, a parent’s poorer health is tied to lower incomes so that by including this channel the direct influence of income is reduced.

Overall, the existing literature confirms that children’s health is tied to income with some steepening as children age, particularly through mid-childhood, and that universal health care is not sufficient to significantly reduce, let alone eliminate, this income gradient. Taken together, the papers provide evidence of an increasing income gradient as children age though why that is the case is only minimally addressed in this research.18 A number of studies have also indicated that childhood socioeconomic status conditions are critically important in determining life expectancy and health status as an adult more generally.19

The strength of the tie between socioeconomic status and health varies across the studies, in part reflecting differences in the country studied (and access to care in that country); the exact measure of health and of socioeconomic status used; and the time period and the precise hypothesis under study—that is, whether cross-sectional or panel data are used as well as the additional factors controlled for in the estimates.

**Natural experiments linking income and health**

The next and last set of papers we review are those that attempt to use natural experiments or changes in policy in order to try to examine the causal link between income or
socioeconomic status and health. In an experimental setting, we could easily identify the effect of income on mortality by randomly assigning large additions to income to one group while providing no additional assistance to another. Any difference in health outcomes across the two groups could be attributed to the higher incomes, since prior to “treatment” the two groups were on average identical with the only difference being the addition to income. However, this ideal experiment is very unlikely to be implemented in a developed country context as the cost would be prohibitive. In lieu of an actual experiment, the basic idea behind the natural and quasi-experimental literature is to mimic the properties of random assignment trials using field data. If in certain populations a portion of income (or education) is determined by a factor that is not reflective of underlying health, then it may be possible to trace out the health benefits of income (or education).

For example, economists have examined whether the increase in education generated by policies such as compulsory schooling, an increase in access to colleges, and the Vietnam draft have altered health outcomes. In these instances, education levels are increased by some external event (for example, changes in state laws on compulsory education); if the same group affected by the change in laws also experiences improved health outcomes, this provides support for the conclusion that education and health are causally related. The papers described above all find improved health outcomes from greater education. However, recent work by Damon Clark and Heather Royer find that large changes in education produced by policies such as compulsory schooling, an increase in access to colleges, and the Vietnam draft have altered health outcomes.

Similar work exploits variation in income produced by external factors such as winning the lottery. Among lottery players, the probability of winning a large prize is solely a function of the amount of tickets purchased and, as a result, winners are determined by chance. As long as the amount of lottery tickets is not reflective of underlying health, winners and losers are therefore functionally randomly assigned. If following a ticket purchase winners have better health than losers, then the results indicate that among lottery players, income is protective of health.

In contrast to this work, there are mixed results across the different types of natural experiments concerning the role that income plays in health with some finding large benefits, some finding no effect, and others finding an increase in mortality from higher income. The variance in the results for this literature is best illustrated in Jérôme Adda, James Banks, and Hans-Martin von Gaudecker, who found that an increase in the permanent income for cohorts has no effect on self-reported health status or self-reported chronic conditions, but it increased smoking and reduced mortality.

Research in Mexico focusing on an experimental conditional cash transfer program called Progressa (now known as Oportunidades) found that increases in family income are tied to improvements in health. In this experiment, households received cash transfers if their children attended school or parents took children to medical providers to receive preventive care such as vaccinations. The findings of the experiment suggested that a doubling of the cumulative cash transfer was associated with a decrease in stunting, a decrease in body mass index for age percentile, lower prevalence of being overweight, and an increase in height for age. Based on the success of this program, related experiments were tried elsewhere, including in Harlem. Initial evaluation of the Harlem experiment did not find a statistically significant positive income effect on health or education, and the program has since been discontinued.

Evidence from expansions of federal programs is also contradictory. Douglas Almond, Hilary Hoynes, and Diane Whitmore Schanzenbach found that expanding food stamps led to improvements in infant health through higher birth weights, lowered risk of low birth weight infants, and lower infant mortality. However, these results were not replicated when Janet Currie and Enrico Moretti studied the introduction of food stamps in California. William Evans and Craig Garthwaite take advantage of 1993 expansions of the Earned Income Tax Credit to examine the effect of higher transfer payments on the health of low-income women and find that women most likely to receive higher payments as a result of the expansions have better self-reported physical and mental health, in addition to lower counts of risk levels of biomarkers.

Other studies make use of more unusual changes in policies or particular populations, such as the reunification of Germany on the health of those in the former East Germany, and the influence of casino-based funds on health of American Indians. These studies provide evidence that increases in income lead to improvements in health—and particularly mental health—but in general the effects are relatively small. The changes in health in these studies tend to be measured for short periods of time so they leave open the question of whether or not there are longer term effects on health that may be larger.

The two studies on American Indians that study the influence of increased income based on the initiation of casinos suggest the possibility that there may be a greater influence on health including mental health when the income of an entire community is raised rather than only that of a single family. The first of these studies looks at children over time in the Smoky Mountains, finding improvement in mental health for a sub-set of American Indian children living on a reservation that acquires a casino during the period of study; the latter uses data over about fifteen years to identify the influence of casinos on family income and through family income on health, health-related behaviors, and mental health days. In the latter study, income was tied to improvements in the majority of health measures and in some health-related behaviors and mental health measures.

A unique study focuses on relative status within an already-affluent population by examining mortality risk reduction.
as a result of winning an Academy Award versus being nominated but not selected. The win then is likely to produce higher future income as well as feelings of security and well-being. The findings of a 28 percent reduction in death rates for those winning an Oscar for best actor or actress suggest a considerably larger influence than that suggested by the other studies. However, the effect was reversed when done for screenwriters, which the researchers speculate may reflect the unique norms and culture of screenwriters.

Conclusion

The existence of a socioeconomic status-health gradient is well established. The gradient appears in virtually all countries and across a wide range of ages. However, the source of this gradient and thus the cause of major disparities in health is much less clear. Evidence using children certainly suggests that family income influences health, but the evidence from independent changes in income is far from clear. Importantly, although much work has been done in an attempt to identify the mechanisms behind the gradient, it is not possible to fully explain observed differences in health by income. Is it that higher incomes are used to purchase more health, yielding inputs such as better nutrition and housing? That better-educated persons use health care more effectively? That those in higher-prestige occupations face less risk? Or is it that stress and anxiety, tied to low incomes and job uncertainty, result in poor health? Future research is needed to answer these questions. We believe that no single explanation is likely to fully explain the gradient.

---


3The data used were from the 2001 through 2003 National Health Interview Surveys, an annual survey designed to measure the health status of the U.S. noninstitutionalized population.

4For the adult measures, we used data from the Behavioral Risk Factor Surveillance System, an annual cross-sectional sample of the U.S. noninstitutionalized population started by the Centers for Disease Control and Prevention in 1984.


17Khanam, Nghiem, and Connelly, “Child Health and the Income Gradient: Evidence from Australia.”

18These findings are consistent with an interpretation that the prevalence of disease increases with age, and this greater variation allows more opportunities to detect disparities by family income.


22There are still issues of selectivity with this study: first, it uses only lottery ticket buyers, who may be unique especially in terms of risk-taking, and two, lottery buyers who did not win are hard to identify and so the sample is incomplete.


While this was the case for actors and actresses, a subsequent study of screenwriters did not show a difference. Perhaps the gain comes from broader esteem and most of that seems directed to the generally better known group—actors and actresses. In another study of this sort, entrants into the Baseball Hall of Fame were studied and it showed that the longer they had to wait to be elected, the shorter their lifespan. See D. Becker, K. Chay, and S. Swaminathan, “Mortality and the Baseball Hall of Fame: An Investigation into the Role of Status in Life Expectancy,” iHEA 2007 6th World Congress: Explorations in Health Economics Paper, (2007).

Thousands of studies across a variety of disciplines have documented that people with larger incomes and better education tend to have better health and live longer. This pattern holds across all ages and in all countries that have been studied, and for virtually all measures of health, suggesting a biological dimension of inequality. However, scholars have only just begun to understand the complex mechanisms behind the relationship between financial well-being and human physiology. *The Biological Consequences of Socioeconomic Inequalities* explores these interactions by incorporating insights from the social and biological sciences to quantify the biology of disadvantage and learn more about how socioeconomic status gets under the skin.
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The recent economic downturn has highlighted the financial fragility of many U.S. households. The foreclosure crisis, high consumer debt, and depleted retirement savings have all focused significant attention on household balance sheets. The reality for many households, regardless of the economic cycle, is that finding liquid financial assets in order to address unexpected expenses is a major economic burden. Households may prepare by setting aside modest amounts of emergency savings, but such saving is difficult for low-income families, and most do not do so. There are few policies or programs that encourage such unrestricted savings, and in fact, some even discourage such savings. This leaves household financial balances in a condition that has been dubbed “financially fragile” by some observers. Households without timely access to financial liquidity when an unexpected event occurs may experience economic and material hardships that threaten household well-being, including housing instability, food insecurity, or failure to access needed medical care. Beyond unexpected negative events, a financial reserve fund can also aid households to take advantage of opportunities that may enhance economic mobility, such as training that increases wages, or the purchase of a vehicle. The importance of unrestricted savings for unexpected contingencies, especially among low-income households, is an important consideration for researchers and policy advocates. In this article, we make the case that even small amounts of emergency savings are an important form of liquidity for low-income consumers, and that policies that encourage such unrestricted savings can help low-income families maintain financial stability and economic well-being.

The need for liquidity

Emergency savings, also called rainy day savings or contingency savings, act as a form of insurance against unexpected, irregular, and unpredictable expenses. Most households will at some point face an unexpected financial event that current income cannot support, leaving the household to scramble to find liquid financial resources to make ends meet. Adequate preparation for a financial emergency is especially important for those in low-income households, who have less access to traditional credit, and whose tighter budgets make saving more difficult.

Without access to liquidity, families might delay paying bills, sell possessions, or seek a formal or informal loan. This need for liquidity is evidenced by research on policy changes that restrict access to higher cost credit products. One study found that restrictions on federal income tax refund anticipation loans for military personnel resulted in a sizeable transition to a close substitute that also provided liquidity, refund anticipation checks. Another study, using state prohibitions of payday lending, also found that restricting access to payday loans resulted in shifts to potentially higher cost alternatives, as well as increases in financial hardship among former borrowers. Recent surveys indicate that low-income households are worried about how their ability to manage economic resources can negatively affect their families. For low-income households, even relatively small shocks can have significant effects on long-term financial stability.

Responding to economic shocks

In 2009, about half of U.S. households reported that they could come up with $2,000 in 30 days. Just over 23 percent of people with incomes below $20,000 and 33 percent of people with incomes between $20,000 and $30,000, could do so. Among those who could find $2,000, 50 percent suggested a savings account as the source, 30 percent suggested borrowing from family or friends, 21 percent suggested a credit card, and about 12 percent suggested a payday or pawn loan.

Recent Federal Reserve data show that, with the exception of the top 10 percent of earners, all households saw their net worth decline meaningfully between 2007 and 2010 during the Great Recession. While median net worth declined nearly 40 percent between 2007 and 2010 across all households, younger, non-college educated, and non-white households lost the greatest proportion of their wealth and have experienced the weakest post-recession recovery. Meanwhile, households indicated in 2010 that acquiring liquidity was their top saving priority, even though the number of families reporting having at least $3,000 in liquid savings dropped to 48 percent in 2010 from 53 percent in 2007.

Families typically respond to unanticipated income shocks or unplanned expenses by consuming less. They may reduce consumption beforehand to accumulate savings, or they may reduce consumption afterward in order to pay back the debt. In the absence of adequate savings, households must turn to formal or informal sources of credit, often using alternatives that come at higher costs than conventional credit. But there remain a range of strategies low-income households can employ, including:

• Bank Overdrafts: For those people with a transactional account, if that financial institution offers overdraft features, they can take out a short-term loan just by
writing a check and letting it bounce, with the financial institution extending a line of credit to cover the shortage (typically charging fees).

- **Borrowing from friends or family**: Someone who knows a borrower personally may benefit from having information about the borrower’s ability to repay, and may have additional influence to collect payments that may not be available to formal lenders. The non-monetary costs for this type of lending can be steep, however, and people with low-income friends and family will not likely be able to borrow large amounts.

- **Late or skipped payments**: One simple way for an individual to deal with an unexpected expense is to delay or skip a payment for another bill. This will likely result in additional fees, may result in service shut-offs or repossession, could threaten housing stability, and could undermine an individual’s credit history.

- **Payday loans**: Payday lenders are often convenient and may cost less than missed payments, but can become very expensive if the borrower extends the loan by rolling it over at the end of the short loan period for additional fees.

- **Pawnshops**: One of the oldest forms of household liquidity, pawn shops are relatively convenient for smaller loans if there is something of value to pawn, although the borrower risks losing their pawned possession.

- **Auto title pawn**: This is a form of pawn, with the benefit that the borrower can still use their automobile during the loan term. While often convenient and transparently priced, the borrower risks the loss of their vehicle, which may be their only transportation to work and other vital destinations.

- **Income tax refund loan**: Refund anticipation checks can be sizable but are only available once per year, and are thus more likely to be used to recover from a recent unexpected expense.

- **Credit cards**: A convenient option if the borrower is qualified to have a credit card. Many households cannot qualify for a card or have trouble managing revolving credit accounts.

- **Retirement savings loan or liquidation**: Withdrawals from retirement savings are only available to workers that have accumulated assets in a retirement account, and can be costly in terms of taxes and lost returns when retirement assets are needed later.

**Unrestricted saving may be key to preventing material hardships**

Low-income households are especially vulnerable to unexpected expenses and other financial shocks. In a recent survey of low- and moderate-income households, respondents reported that if faced with a financial crisis, they were most worried about skipping a housing or utility bill, having to scale back on food, and losing access to health care. In the same study, the majority (62 percent) reported having experienced an economic emergency in the previous year. The risk for multiple emergencies among this population was significant; 60 percent of those with any shock reported experiencing more than one. Although households with savings may have been better prepared to cope with emergencies, they were only slightly less likely to experience emergencies than those without savings.

**Saving promotes economic mobility**

The potential for savings to improve economic mobility among low-income individuals and families has been a focus of research and program development since the 1990s. There is some evidence that accumulating modest financial assets can assist families to exit poverty. One study is suggestive that low-income individuals with savings above the median significantly increase their chances of moving to a higher income quartile within two decades. Families with savings also improve the likelihood their children will move up the economic ladder in adulthood. Accumulating modest levels of financial assets has been found to have beneficial effects on the well-being of children and families. Of course, the possibility remains that people who save may be more likely to achieve positive economic outcomes for other reasons, but these associations illustrate the potential importance of encouraging savings, especially unrestricted savings.

Policies such as Individual Development Accounts (IDAs) offer matched savings accounts that encourage low-income families to save for activities like home ownership, higher education, and starting small businesses. However, these are restricted-use assets, and many programs find that families cash out the account to obtain cash for an emergency, thus incurring penalties. Less studied is whether small pockets of unrestricted liquid assets have the potential to improve their financial stability or upward economic mobility by generating stabilizing household finances, supporting efforts to increase lifetime earnings, or investing in children. Examples of such opportunities include additional education or work certifications that result in higher wages, a home computer, access to job-search resources, and enrichment activities for children. A mobility-enhancing opportunity could also be a mechanism that allows households to be more efficient with existing resources. For example, in many regions, purchasing a used vehicle for transportation can mean spending much less time in transit, and also allow families to travel in order to obtain food and household goods at lower prices. Low-income households with liquid savings are likely in a better position to act on such opportunities as they become available. However, families may or may not consider them an appropriate use of funds that have been set aside for an emergency.

**New research on the effects of emergency savings**

Prior research has primarily focused on threshold amounts of net wealth or assets, regardless of the liquidity of available
We argue that some forms of wealth offer more flexibility to address contingencies, and therefore may be more important for people at or near poverty income levels. Using a 10-city, three wave longitudinal survey, we recently looked at whether the act of saving for an emergency provides similar protection against hardship.

We found predictable differences in demographic characteristics between those saving for an emergency and non-savers. Savers tend to have higher incomes than non-savers and more likely have a spouse present in the home. Savers have higher levels of education and employment, consistent with potentially higher lifetime or permanent income. Saving for an emergency is also correlated with high levels of other assets, including home equity, as well as debt. More assets and more debt or access to credit seem to go hand in hand: a greater proportion of savers also have a savings account and a credit card. Emergency savings is also typically a complement to saving for other more specific or restrictive purposes such as saving for a home, schooling, and retirement. Notably, emergency savers tend to be younger, which is consistent with emergency savings as one of the first asset-building activities people engage in, as well as with younger people not yet having had an economic shock to deplete their emergency savings.

As shown in Figure 1, emergency savers and non-savers plan to use different mechanisms for coping with an unexpected expense. Non-savers indicate greater reliance on high-cost financial services such as pawn and payday loans, or on simply not paying for the expense. Figure 2 shows that non-savers report experiencing more subsequent hardships than emergency savers.

Overall, we found that over time families saving for an emergency are, using a variety of techniques such as propensity score matching and controlling for other variables, less likely to experience as many material hardships as non-savers. Emergency savers may be better prepared to cope with economic shocks over time as they are able to use reserved funds to meet expenses and reduce hardships. Saving for an emergency appears to have an effect on hardship distinct from the effects of other types of saving. While our research model does not provide an indication about causality (respondents who report saving for an emergency are different from those not saving in ways our data may not observe), there is clearly enough of an association between unrestricted emergency savings and later household hardships to raise important research and policy questions. Encouraging households to accumulate emergency savings may contribute to economic stability and household well-being.

**Barriers to accumulating emergency savings**

Saving for a rainy day is of course a bedrock concept taught in most personal finance or budgeting education programs. Since the exact timing of unanticipated expenses cannot be known, putting off emergency saving is easy to do. People may fail to save for an emergency because they lack financial knowledge, fail to adequately assess the risk of an emergency, or simply because they procrastinate. There are a range of barriers that discourage the accumulation of savings among low- and moderate-income households, including economic constraints, policy restrictions, and psychological or behavioral biases.
Structural barriers

Saving can be exceptionally difficult for the low-income population, because basic living expenses use a large proportion of available resources, leaving little or nothing left over to save. Income amounts often fluctuate, making it a challenge to smooth spending and allow for saving. The necessary focus on economic survival may shorten the planning horizon of people living at or near poverty, and thus make saving a low priority. Like most Americans, the low-income population is also influenced by the overall economy; as discussed in the introduction, data from the Federal Reserve indicates that disadvantaged households were especially hard hit by loss of wealth during the recession. In addition, the savings product market is underdeveloped because the financial industry has been reluctant to offer savings products for low-income people. These accounts tend to have small balances and high fixed costs and then these customers are less likely to take on other financial products with revenue potential. There may simply be insufficient economic or market incentives for firms to enter markets catering to underserved consumers.

Governmental policies and programs are another barrier. Some means-tested public benefit programs have asset limits as part of the eligibility criteria that act to discourage savings for households that depend on the benefits. For example, SSI (Social Security’s Supplemental Security Income program) benefits restrict a single person to a savings balance below $2,000 and a married couple below $3,000. Some SNAP (Supplemental Nutrition Assistance Program) and TANF (Temporary Assistance for Needy Families) programs also have similar restrictions. Medicaid and other programs also require a review of household assets. Even if program managers offer flexibilities on these rules, beliefs and myths about the asset restrictions of benefit programs may discourage any form of saving. There is an opportunity for innovations that allow recipients of means-tested benefits, to save without losing access to income supports or other valuable benefits. Programs can also go further by deliberately setting up contingency funds for clients in programs, as has been piloted in some housing and temporary assistance programs. Setting up simple systems to set aside portions of federal income tax refunds for a designated emergency fund may also be a useful strategy to test. There are likely a number of innovative ideas that could be tried at the state and local level as well.

Psychological and behavioral biases

Any new strategies being developed around emergency savings goals should be thoughtfully designed to incorporate evidence from the social sciences. Many people—at all income levels—lack skills related to financial planning and forecasting. People may underestimate the need to set aside...
resources for unexpected expenses. It may also lead people to not seek out beneficial financial products or services because they do not know about them or how to use them. At least one study suggests that among the lowest income quintile households, people perceive their annual emergency savings needs at about $1,500, yet these households typically spend around $2,000 annually on unexpected expenses. People also fail to predict how hard repaying loans will be in the future, and end up overcommitting future resources as a result. Behavioral studies show unrealistic optimism is associated with less prudent financial behaviors, such as short planning horizons and saving less.

People tend to be present-biased, meaning they prefer rewards now, such as the instant gratification of spending, and put off difficult tasks with delayed rewards, like saving. Some people would actually prefer to save more, but fail to predict that they will not follow through with their own stated preferences. Some consumers realize their self-control problem, and correct for it using “commitment devices,” such as promising today to save more tomorrow, while others will forever put off saving into the future, with the end result of never saving at all. A commitment device like an automatic deposit into a savings account works only if people are proactive enough to enroll in it, or if they are enrolled into the account automatically. People have only a limited supply of attention that can feasibly be applied to household financial management. Essentially, they neglect to pay attention in the absence of reminders or other mechanisms. Behavioral researchers suggest that self-control is in many ways like a muscle, in that it can be exhausted after repeated exertions within a period of time. It can also be strengthened over time, with experience. Ongoing studies of behavior in a variety of domains, including health and nutrition, suggest that focusing people on concrete goals and then helping them form implementation intentions can serve as powerful incentives or reinforcements for behaviors. A lack of goals can leave people unfocused and with little accountability for failing to take planned actions.

**Strategies to encourage savings**

In May 2013, with support of the Charles Stewart Mott Foundation, we invited more than 40 thought leaders in industry, government, and the nonprofit and philanthropic sector, to a two-day salon in Chicago, Illinois. There, more than a dozen innovative ideas were presented with the goal of promoting emergency savings for low-income families. These ideas were very much in formative stages, but offer promise for the future. Much of the literature in economics regarding household savings levels emphasizes the importance of long-term savings for goals including home ownership, education, and most prominently retirement. Less is known about saving for short-term needs and unexpected expenses. Federal policies currently have no specific policy or program that supports the development of emergency savings. This is also not an area of vigorous policy research or discussion. Still, many low-income households continue to lack a personal safety net, leaving them vulnerable in the face of unexpected financial emergencies. Policy innovations that fill the void may result in significant effects.

Many prior asset building efforts focused on savings for a home, small business or education. These are important goals, but also imply planning and well developed expectations. Most programs have paternalistic restrictions which prevent using savings for a non-approved purpose. The fact that participants in matched savings programs will forfeit matching funds in order to access savings early highlights the need for liquidity. Innovations in asset building that account for emergency liquidity needs and incorporate mechanisms to encourage rebuilding of tapped savings may be beneficial.

We remain optimistic about strategies that can help low-income people to systematically develop emergency savings. However, it is also important to help people form realistic expectations regarding regular and unexpected expenses as well as income variability. Commitment devices and automatic transfers can help improve self-control and mitigate impatience but there must be a sufficient market of products and services with these capacities available to low-income consumers. An effective policy to encourage savings should target specific types of expenses or contingencies that households typically underestimate, including occasional large items, as well as smaller but more frequent ones. Finally, it is essential that any new strategy recognize behavioral biases and over-optimism about future resources, focus on goals and implementation intentions, and create a way to systematically encourage adequate savings for an emergency.

---
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Results of the federal urban Empowerment Zone program

Matias Busso, Jesse Gregory, and Patrick Kline

A growing number of “place-based” policies target economic support to specific geographic areas, rather than to individuals. Economists have traditionally expressed skepticism that these programs actually benefit the residents of communities receiving support. Indeed, standard economic models of spatial equilibrium suggest mobile workers and firms will take advantage of the benefits associated with local policies by relocating across the boundaries of targeted areas. Local land prices ought then to rise and offset any welfare gains that might otherwise accrue to prior residents. We examine these predictions by evaluating the economic effects of Round I of the federal urban Empowerment Zone program, one of the largest place-based policies in the United States. Our findings build on an active literature on smaller, state-level programs.

The Empowerment Zone program

The federal Empowerment Zone program is a collection of tax incentives and block grants designed to encourage economic, physical, and social investment in the neediest urban areas of the United States. Round I of the program began in 1993, with the Department of Housing and Urban Development assigning Empowerment Zone status to poor neighborhoods in six metropolitan areas: Atlanta, Baltimore, Chicago, Detroit, New York City, and Philadelphia-Camden. Two additional cities, Los Angeles and Cleveland, received “supplemental” Empowerment Zone designation, while 49 other cities that had applied for Empowerment Zone designation were instead awarded smaller enterprise communities. Table 1 shows characteristics of the six selected communities. On average, each Round I Empowerment Zone covered 10 square miles, had a population of 113,340, and a 1990 poverty rate of 48 percent.

Empowerment Zone designation brought with it a host of benefits. Two of the most important were an employment tax credit provided to local firms and a large Social Service Block Grant designed to facilitate local investment. Empowerment Zone designation entitled local employers to a credit of up to 20 percent of the first $15,000 in wages paid to each employee who lived and worked in the community. This tax credit was available to a business for up to ten years, with the maximum annual credit per employee declining over time. Since the average Empowerment Zone worker in 1990 earned only around $16,000, this $3,000 credit represented a substantial subsidy.

Participation in the tax credit program appears to have been incomplete, and most common among large firms (that were more likely to have positive taxable income). Approximately $200 million in employment credits was claimed from 1994 through 2000, with the amount claimed each year steadily increasing over time. In 2000, nearly 500 corporations and over 5,000 individuals claimed Empowerment Zone employment credits for a total of around $55 million.

Each Empowerment Zone was also eligible for $100 million in Social Service Block Grant funds. These funds could be used in a variety of ways, including for business assistance, infrastructure investment, physical development, training programs, youth services, promotion of homeownership, and emergency housing assistance. By 2000, the first round Empowerment Zones had spent approximately $400 million in block grant funds.

Together, the six Round I Empowerment Zones constitute a 60 square mile area with fewer than 700,000 residents. Federal expenditures on wage credits and block grants amounted to approximately $850 per capita over the first six years of the program, from 1994 through 2000.

Incentive effects of Empowerment Zones

The Empowerment Zone subsidies stimulate the demand for labor and land in targeted areas. This may result in both costs and benefits for workers and residents living inside and outside the zone, and also for zone landlords. The tax credits raise the value to Empowerment Zone firms of employing workers who live in the zone. For example, a firm that could profitably employ a local worker for $15,000 in the absence of the subsidy, can employ the same worker for $18,000 when offered a $3,000 employment tax credit. In simple models with competitive labor markets, this leads to an increase in the wages paid by Empowerment Zone firms to local workers of $3,000 per year. Effectively, the wage credit is an income transfer to local workers.

The block grants may also raise wages, by making local firms more productive through infrastructure investments and initiatives promoting safety and other local public goods. These productivity improvements should transfer into the wages of all zone workers whether they live in the zone or not.
If workers were immobile, these wage increases would be the end of the story, and we could simply compare the cost of the program to the total effect on earnings inside the Empowerment Zone. However, people can easily change neighborhoods. If households move into the zone in pursuit of the local benefits generated by Empowerment Zone designation, the price of housing may rise. In such a case, the transfer to local residents will be captured in part by zone landlords.

While household mobility can yield unintended consequences, it is unclear how many households would be persuaded to move into a distressed neighborhood by the prospect of a $3,000 earnings subsidy. This depends on the distribution of household preferences; if all households share the same valuation of neighborhood amenities, then movement into the zone will raise housing prices until the values of living inside and outside the zone are equalized. However, if households differ substantially in their valuation of neighborhoods, then it is possible that only a few will be willing to move into an Empowerment Zone in response to subsidies.

Central to our empirical analysis then are the following questions: (1) how many additional jobs are created in Empowerment Zone neighborhoods? and (2) how much does the local cost of living rise in response to Empowerment Zone designation? Intuitively we know that if many new jobs are created, then the population being subsidized will change. While some of those receiving new jobs may be prior zone residents, many of them are likely to be outsiders who moved into the zone. In either case, local job creation is a sign that government policy has substantially shifted the spatial distribution of jobs, which economists usually consider a sign of inefficiency unless there are important preexisting distortions in the labor market (e.g., from the minimum wage or payroll taxes).7

Effects of the program on the cost of living determine how much local landlords gain from zone designation, which depends on how easy it is to build and provide housing services in distressed neighborhoods. In many areas, the housing stock will be underutilized, in which case housing costs may not be very sensitive to population growth. But if regulations and land use restrictions make it difficult to build, then housing prices may rise substantially in response to Empowerment Zone designation.

### Evaluating the effects of Empowerment Zone designation

We now turn to our analysis of the empirical effects of Empowerment Zone designation. Our study covers the period from 1990 to 2000, which includes the first six years of the Empowerment Zone program (which began in 1994). To measure economic outcomes, we utilize confidential micro-data from the Decennial Census and the Longitudinal Business Database (LBD). These data provide two independent sources of information on local employment and allow us to separate the effects of Empowerment Zone designation on zone workers and zone residents.

Our research design for isolating the effects of the Empowerment Zone program is to compare the experience of census tracts in Round I Empowerment Zones to tracts with similar characteristics in rejected Round I and later round zones. This approach has a number of advantages. First, tracts in both selected and rejected zones were nominated by their local governments, so, assuming that the nomination process was similar across cities, control tracts in rejected zones should be similar to those in selected zones on both observable and unobservable characteristics. Second, our control zones consist of contiguous clusters of poor census tracts, just like the actual Empowerment Zones. Finally, the majority of rejected and future zones are located in different cities than selected zones, which reduces the sensitivity of our estimates to geographic spillover effects.

Despite the advantages of using rejected tracts as controls, there may still be concerns that cities selected in the first round of the Empowerment Zone program differ in fundamental ways from those that were not selected. Table 1 shows that two of the three largest cities in the United States were selected to have Empowerment Zones; the other areas selected are large manufacturing-intensive cities. If large cities experienced fundamentally different conditions over the 1990s than did small cities, the comparison of census tracts in selected and rejected zones will be biased. To address these concerns, we conducted a number of robustness tests, including within-city comparisons and application of our research design to a set of false “placebo zones.” These exercises provided little evidence of bias.8

---

**Table 1**

1990 Characteristics of First Round Empowerment Zones (EZ)

<table>
<thead>
<tr>
<th>City</th>
<th>Total Population</th>
<th>Population Rank</th>
<th>Population in EZ</th>
<th>Poverty Rate in EZ</th>
<th>Unemployment Rate in EZ</th>
<th>EZ Area (Square Miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta</td>
<td>395,337</td>
<td>37</td>
<td>43,792</td>
<td>58%</td>
<td>20%</td>
<td>8.1</td>
</tr>
<tr>
<td>Baltimore</td>
<td>736,014</td>
<td>13</td>
<td>72,725</td>
<td>42</td>
<td>16</td>
<td>7.1</td>
</tr>
<tr>
<td>Chicago</td>
<td>2,783,484</td>
<td>3</td>
<td>200,182</td>
<td>49</td>
<td>28</td>
<td>14.3</td>
</tr>
<tr>
<td>Detroit</td>
<td>1,027,974</td>
<td>7</td>
<td>106,273</td>
<td>47</td>
<td>28</td>
<td>19.5</td>
</tr>
<tr>
<td>New York</td>
<td>7,320,621</td>
<td>1</td>
<td>204,625</td>
<td>42</td>
<td>18</td>
<td>6.3</td>
</tr>
<tr>
<td>Philadelphia-Camden</td>
<td>1,594,339</td>
<td>5</td>
<td>52,440</td>
<td>50</td>
<td>23</td>
<td>4.3</td>
</tr>
</tbody>
</table>

---

8 This approach has a number of advantages. First, tracts in both selected and rejected zones were nominated by their local governments, so, assuming that the nomination process was similar across cities, control tracts in rejected zones should be similar to those in selected zones on both observable and unobservable characteristics. Second, our control zones consist of contiguous clusters of poor census tracts, just like the actual Empowerment Zones. Finally, the majority of rejected and future zones are located in different cities than selected zones, which reduces the sensitivity of our estimates to geographic spillover effects.
Results

Using a difference-in-differences estimator, we compared changes over the 1990s in census tracts included in a Round I Empowerment Zone to changes over the same period in our control tracts. Some of our key results are provided in Table 2. We find that Empowerment Zone designation created jobs in zone neighborhoods, and that earnings increased substantially for local workers. Although housing prices rose, there is little evidence of significant increases in the local cost of living for prior residents. We also fail to find significant increases in population, though the composition of that population may have shifted somewhat. For example, we find a small increase in the proportion of college graduates in zone neighborhoods.

The fact that there is an effect on jobs but not on population suggests that while the distance workers are willing to commute may be relatively sensitive to changes in incentives, the residential choices of workers over the time period are quite rigid, presumably because zone neighborhoods remain less desirable places to reside in the eyes of most households. The evidence also suggests an important role for both the wage credit and block grant features of the Empowerment Zone program—though imprecise, our point estimates indicate Empowerment Zone designation raised the employment of both nonresident commuters and local residents.

Societal value

Our empirical analysis indicates that Empowerment Zone designation generated important changes in local price levels and behavior. In order to assess the net economic consequences of these changes, we consider the effects of Empowerment Zone designation on program stakeholders. The program’s benefits may be measured as the sum of the total earnings increase for zone resident workers and the earnings increase for nonresident commuters. These benefits to workers are offset by any increases in the cost of living in the zone, which may be measured in terms of the total zone rental cost.

Table 3 provides calculations converting our treatment effect estimates into dollar amounts. Our “baseline” scenario takes point estimates at face value, even when not statistically significant. To convey the uncertainty in our estimates, we also report a “pessimistic” scenario where effects are given their least favorable values within a 90 percent confidence interval.

Approximately 38,000 zone residents worked within a zone in 2000, with a payroll of approximately $800 million. Our estimate of the program’s effect on the wages of local workers is around 13 percent, which translates into a $109 million increase in annual earnings for zone residents who work in the zone. This figure is above the $55 million in wage credits paid in 2000. It is in fact possible for the wages of zone residents to rise by more than the total amount of credits, if the block grants were productive, and our point estimates suggest that such productivity effects may have indeed been present. We found a statistically insignificant 0.5 percent increase in the wages of nonresident Empowerment Zone workers, but cannot rule out more substantial effects. For our pessimistic scenario, we set this effect to zero. We also failed to find significant increases in the wages of the 141,000 zone residents who in 2000 worked outside the zone. Our point estimate of a 3.3 percent increase in this group’s weekly wages would yield approximately $118 in additional annual earnings; in our pessimistic scenario, we set this effect to zero.

Potentially offsetting the estimated increases in the earnings of local workers is the possibility of small increases in housing rents. Approximately 190,000 Empowerment Zone households rented their dwellings in 2000, with total annual rental payments of $900 million. Our estimates of the effect of Empowerment Zone designation on rents are small and not statistically significant, although the upper limit of a 90 percent confidence interval includes effects as large as 7.3 percent. A pessimistic interpretation of rent effects would amount to an aggregate transfer from renters to landlords of $67 million per year. Thus, we conclude that, at least for local workers, the earnings increases associated with the program outweigh any increases in the cost of living.

Finally, an additional 46,000 Empowerment Zone households own their homes, which were worth a total of $4.8 billion in 2000. Our estimates suggest that Empowerment

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Estimated Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log of Jobs (data from Longitudinal Business Database)</td>
<td>0.179***</td>
</tr>
<tr>
<td>Log of Jobs (data from U.S. Census)</td>
<td>0.145*</td>
</tr>
<tr>
<td>Log of Zone Jobs Held by Zone Residents</td>
<td>0.150</td>
</tr>
<tr>
<td>Log of Zone Jobs Held by Nonresidents</td>
<td>0.097</td>
</tr>
<tr>
<td>Log of Weekly Wage Income of Zone Residents</td>
<td>0.053**</td>
</tr>
<tr>
<td>Log of Weekly Wage Income of Zone Workers</td>
<td>0.017</td>
</tr>
<tr>
<td>Log of Weekly Wage Income of Zone Residents Working in Zone</td>
<td>0.133**</td>
</tr>
<tr>
<td>Log of Weekly Wage Income of Nonresidents Working in Zone</td>
<td>0.005</td>
</tr>
<tr>
<td>Log of Rent</td>
<td>0.006</td>
</tr>
<tr>
<td>Log of House Value</td>
<td>0.281**</td>
</tr>
<tr>
<td>Log of Population</td>
<td>0.028</td>
</tr>
<tr>
<td>Percentage Black</td>
<td>-0.011</td>
</tr>
<tr>
<td>Percentage with College Degree</td>
<td>0.020***</td>
</tr>
</tbody>
</table>

Notes: Estimated impacts derived from regression-adjusted difference-in-differences model. Statistical significance levels based on a Wild bootstrap t-test are indicated as *** 1 percent; ** 5 percent; * 10 percent. For more details, see M. Busso, J. Gregory, and P. Kline, “Assessing the Incidence and Efficiency of a Prominent Place Based Policy,” American Economic Review 103, No. 2 (2013): 897–947.

Educational attainment was self-reported.
Zones boosted housing values by approximately 28 percent, which amounts to around $1.35 billion in additional wealth. These estimates may be overstated because housing values are self-reported in our data. Thus, we also consider an alternative scenario where the housing value effects are set to the lower limit of their confidence interval, which is below even the increase reported by new residents, whom we believe have more accurate information regarding their housing values. This pessimistic scenario still yields a $500 million windfall to owner-occupiers in the zone.

Taken together, the point estimates in our baseline scenario imply that total worker earnings rose by roughly $296 million per year, while rents rose by only $5.5 million per year and housing wealth rose for owner-occupiers by roughly $1.35 billion. Under our pessimistic scenario, aggregate earnings rose by only $36 million, rents rose by $67 million, and housing wealth rose by $500 million. Even under this worst-case interpretation, we still find that earnings rose more for local workers than did rents. But nonworking households (or households working outside the zone) may have suffered cost of living increases making them strictly worse off.

Conclusions

Our comparison of Empowerment Zone neighborhoods to rejected and future tracts revealed important effects of Empowerment Zone designation on local price levels and behavior. Designation seems to have resulted in substantial increases in zone employment along with increases in the wages of zone residents working in the zone. These changes in the zone labor market appear not to have been accompanied by dramatic changes in the local cost of living. Population and housing rents remained fairly constant, though evidence on the rental rates of new arrivals to the neighborhood suggests that rents may eventually rise. Though we find very large increases in the price of owner-occupied housing, we suspect the magnitude of these results is to some extent a reflection of the manner in which housing value data are collected in the census. However, these results may also foretell future increases in the local cost of living.

The conclusion of our welfare analysis is that the Empowerment Zone program appears to have successfully transferred income to a small spatially concentrated labor force. We caution, however, that our study provides only a short-run evaluation of the Empowerment Zone program. Administrative data indicate that participation in the Empowerment Zone tax credit program increased only gradually over time and it took many years for some economic outcomes to respond. The responses of firms, population, and prices may well differ substantially over longer periods of time, if Empowerment Zone subsidies in fact persist over such horizons. If, however, these subsidies eventually lapse as originally intended, an important question will be whether they have lasting effects.

Finally, we emphasize that many of our empirical estimates are imprecise and should not necessarily be expected to generalize to later round and future zones. Additional zones targeting less heavily distressed communities may yield larger distortions, as such communities may be closer substitutes with surrounding areas and yield large population movement into those zones. Later round zones also utilize different combinations of benefits. While we find it plausible that the mix of large block grants and wage credits accompanying Empowerment Zones would yield different results than their smaller, state-level predecessors, more work is necessary to disentangle the effectiveness of various combinations of spatial subsidies.

Notes: “Baseline scenario” uses regression adjusted difference-in-differences estimates in computing effects. “Pessimistic scenario” uses a lower limit of 90 percent confidence intervals for effects on earnings of zone residents working in zone and housing values and upper limit of confidence interval for rent effects.

Table 3

<table>
<thead>
<tr>
<th>Total Effect of the Program On:</th>
<th>Total Workers/ People/ Households</th>
<th>Total Annual Payroll/Rents/ Housing Value (in Billion $)</th>
<th>Effect on Wages/ Rents/ Housing Values</th>
<th>Increase in Annual Payroll/Rents/ Housing Value (in Million $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone Residents Working in Zone</td>
<td>38,331</td>
<td>0.8</td>
<td>0.133</td>
<td>108.5</td>
</tr>
<tr>
<td>Zone Residents Working Outside Zone</td>
<td>140,708</td>
<td>3.3</td>
<td>0.036</td>
<td>117.5</td>
</tr>
<tr>
<td>Nonresidents Working in Zone</td>
<td>365,918</td>
<td>14</td>
<td>0.005</td>
<td>69.9</td>
</tr>
<tr>
<td>House Renters in the Zone</td>
<td>189,982</td>
<td>0.9</td>
<td>0.006</td>
<td>5.5</td>
</tr>
<tr>
<td>House Owners in the Zone</td>
<td>46,161</td>
<td>4.8</td>
<td>0.281</td>
<td>1350.4</td>
</tr>
</tbody>
</table>

Notes: "Baseline scenario" uses regression adjusted difference-in-differences estimates in computing effects. "Pessimistic scenario" uses a lower limit of 90 percent confidence intervals for effects on earnings of zone residents working in zone and housing values and upper limit of confidence interval for rent effects.


4 Supplemental Empowerment Zones received block grants similar to those received by Empowerment Zones, but did not become eligible for tax credits until 1999. Enterprise communities did not receive tax credits, but did receive block grant funding and were eligible for tax-exempt bond financing.


8 Our analysis was conducted inside the Berkeley, Michigan, and Suitland Census Research Data Centers.

9 Round I Empowerment Zones were awarded via a competitive application process. We were able to obtain the census tract composition of proposed Round I zones that were not selected for inclusion in the program. Two additional rounds of Empowerment Zones followed the initial Round I empowerment zones along with a set of large Renewal Communities with similar benefits. All of these zones were used as controls.

10 See M. Busso et al., “Assessing the Incidence and Efficiency of a Prominent Place-Based Policy” for full details.

11 This subject was studied in a different context by P. Kline and E. Moretti, “Local Economic Development, Agglomeration Economies, and the Big Push: 100 Years of Evidence from the Tennessee Valley Authority,” Unpublished manuscript, 2011.
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Most microeconomic research on poverty focuses on individual behavior and decision-making: examples include the choice of schooling, responses to welfare programs and tax reforms, and decisions about marriage and family. Most people, however, if asked to identify the key to economic success, will say “getting a good job.” During the recent recession, many workers, especially older ones, have lost good, high-paying jobs and have not been able to replace them, thus suffering large, persistent losses in income. One might think that someone who was working at a high-paying job could find another employer who would be willing to hire him or her at nearly the same wage. But in reality, getting a good job is hard, and often takes many years. Losing a good job—especially for older workers—can mean the end of a rewarding career and relegation to the secondary sector, where many jobs are part-time, and few offer health insurance or pension benefits.

In this article, I will argue that having a “good job” is mainly about working at a “good firm” that offers a higher wage for all (or nearly all) its employees. To many people, I suspect this is obvious. To economists, it’s a major puzzle. On one hand, good firms appear to be more productive than other firms, and some of the higher pay at these jobs appears to be due to a sharing of the fruits of this higher productivity between the firm and its workers. Standard economic theory has a hard time explaining the wide variation in productivity we see in modern economies like the United States. In theory, competition should drive out the unproductive firms and only the most productive will survive. The reality is obviously different. On the other hand, even if a firm is highly productive, why should it pay its workers more than the “market wage”? Is it possible that by offering a higher wage, a good firm makes its workers more productive, and can therefore offset its higher wage costs?

After discussing the emerging evidence on the importance of firm-specific wage policies—whereby some firms pay more than average for a given worker, while other firms pay less—I turn to a review of some of the major facts about the labor market behavior and outcomes that appear to be intimately related to these policies, including the effects of recessions, the nature of careers, and the wage gaps between women and men.

Background

In the standard working model that economists use to study the labor market, firms do not come into play; different industries are acknowledged, but all firms are considered to be the same. These kinds of models are regularly used to consider the effect on the labor market of many issues that affect poverty and low-income workers, including trade, immigration, human capital, minimum wages, and occupational choice.

There is now a newer class of models, arising out of the “new trade” literature, that do take firms into consideration. This set of models acknowledges differences between employers, such as the willingness to experiment with newer technology, which may, for example, help to explain why some firms will take advantage of a fall in tariff barrier to enter the export market, while others will not. However, even in this newer class of models, each worker is considered to be paid the “market wage,” and there is no special link between the firm that employs an individual worker and his or her income. One good, high-paying firm is equally beneficial to all of the workers in the labor market, regardless of whether they work for that firm or not.

What do we know from earlier work?

Earlier work can provide some insight into the role of firms in the labor market. For example, studies of the behavior of unionized firms over time conducted by labor economists in the 1980s showed that even at a large well-established firm, individual wages would still rise and fall with the labor market, and were thus relatively sensitive to outside conditions. Another finding from this literature is that wages adjust slowly, and, during an era of inflation, can be out of equilibrium for extended periods. The problem with this literature is that it studies groups of workers covered by the same union contract. There are no individual workers in the data, only “job categories.” Thus, these models do not allow for the possibility that workers at some firms are paid more than workers at other firms because they are better workers.

In the 1970s and 1980s, another set of studies drew on new, large data sets that came out of the War on Poverty and the surge in interest in income and poverty dynamics. These data sets allowed individual workers to be followed over time. This body of work showed that there is a large amount of job mobility, particularly among young workers, and that many of the wage gains made by workers in the early years of their careers came not from wage increases on the job, but from moving to a better job. Another finding was that older workers tended to settle into long-lasting jobs. Finally, a number of studies looking at why income fluctuations occur, and how they translate to consumption and family well-being, found
an important “job” component in the level and variance of wages and earnings.

One important lesson from this work is the distinction between “match effects” and “firm effects.” Match effects reflect the degree of fit between a particular individual’s skills and characteristics, and the needs of a particular firm. Firm effects refer to a firm-wide characteristic (most often, the level of pay) that all workers receive when they work at a given firm. The prevailing view in economics is that the reason people tend to do better when they move to another job is because of the match effect. That is, the new employer is not necessarily a better firm for everyone, but is a better firm for the new employee. Under this perspective, having a successful career means both learning the necessary skills, and also figuring out which employer can make the best use of your particular characteristics.

During the recession of 1982, considerable research was done on displaced workers. In particular, researchers using Pennsylvania Unemployment Insurance data were able to document that workers who lost their jobs during that recession suffered very large and persistent wage losses.

Subsequent research looking at job losses more broadly, found that wage losses are substantially bigger during recessions than during economic expansions. These findings led some economists to question whether these wage losses were too big, and too persistent, to be driven primarily by match effects. Perhaps, indeed, there was some other major factor in wage determination besides simply how well a particular employee fit with a particular firm.

Another type of research using firm-level data provides information on firms’ “productivity,” or the value of sales minus inputs and fair payment for capital to the firm’s owners. This research has documented the high level of variation in productivity and wages across firms, even within the same industry. Again, what is lacking in this literature from the labor market point of view is information on workers.

Finally, we come to a new strand of research, which uses matched data on workers and firms. This research has shown that you can break down a person’s wage into two main components: (1) a part that captures what they would earn no matter where they worked, and (2) a wage premium associated with a particular firm. This paradigm, which al-
lows heterogeneity in both workers and firms, is what I am going to build on. It is worth noting that despite acceptance by (some) labor economists, this has not been a widely-embraced template to date, partly because it is very difficult to come up with a precise economic theory of what this model represents. Nonetheless, I believe that this model can be very helpful in explaining rising inequality and other aspects of the labor market. While I would like to be able to apply this framework to the rise in U.S. wage inequality, I have not been able to obtain the data to do so. Instead, much of my work in this area uses available data from Germany, Austria, and Italy.

How much do firms matter in wage setting?

The first issue I examine with this framework is how much firm effects matter in wage levels. In a recent paper with Joerg Heining and my colleague Patrick Kline, we use data on male workers in West Germany who changed jobs, and find that those who moved to a firm with higher paid coworkers received a wage increase, while those who went to a firm with lower-paid coworkers sustained a wage decrease. Figure 1 shows the time profile of average daily wages in the two years before a worker changes jobs, and the two years after. Surprisingly, the gains and losses for those who move between firms with higher and lower average co-worker pay are approximately symmetric: the gain in going from a low-paying firm to a high-paying firm is similar to the loss in moving in the opposite direction. Another feature visible in Figure 1 is that there is no clear trend in pre- or post-transition wages; those who ended up with wage losses after the transition did not experience wage slippage on the job before the transition.

Next, looking at full-time male workers in West Germany, we consider data from 1985 through 2009, a time period that comprises four distinct eras: 1985 through 1991, largely before the 1990 reunification, when the economy was doing relatively well; 1990 through 1996, after reunification, a time of substantial immigration from East Germany and a very slow recovery from the 1990 recession; 1996 through 2002, when the economy was doing very poorly relative to the rest of Europe; and 2002 through 2009, during a period of dramatic economic recovery. Figure 2 shows wage trends over the entire period 1985 through 2009, with percentage point deviations from the group-specific wage level in 1996 for four groups ranging from the 10th percentile (the lowest-skilled workers) to the 80th percentile (the highest-skilled workers). From 1996 to 2009, real wages fell about 20 percent for the lowest-skilled workers, while rising about 5 percent for the highest-skilled. While average overall wages dropped slightly over this period, more notable is the
very large expansion of inequality between the top and the bottom. A similar analysis done for the United States with the turning point being 1979 rather than 1996 would look nearly identical; between 1979 and 1992, wages dropped dramatically for the lowest-skilled workers while growing a modest amount for the highest skilled, and the overall average wage dropped slightly.

A simple but useful measure of wage inequality in the West German labor market is the variance of log wages for full-time male workers. Figure 3 shows a decomposition of the trend in this variance between the four (overlapping) time periods. The total variance in log wages starts at a relatively low level and rises over time, rising particularly steeply after 1996. The component of this variance due to differences in the “portable” component of wages that different workers bring to the labor market (person effects), rises gradually over the period. The component of variance due to a rise in the dispersion of the firm effects in wages—the part attributed to higher or lower wage premiums offered to different workers at different employers, also rises steadily over time. The covariance between the person and firm effects starts as a very small component of variance but rises dramatically. This trend reflects the rapid increase in the probability that a highly skilled worker is employed by a firm that offers all of its workers a larger wage premium. This rising tendency for the highest-skilled workers to get the best jobs is a major driver of rising wage inequality in Germany. Finally, there is some variance that is left over after accounting for person effects, firm effects, the covariance between the two, and the role of other control variables; this residual variance is relatively small and does not increase at all in size over the period. This means that nearly all of the rise in inequality can be explained by these three components: person effects, firm effects, and match effects.

**Interpretation**

The implications of these findings have not yet been exhaustively explored, but there are several things that we do know that can help us interpret these results. For one, firms that pay higher wages survive longer; this means that they are more profitable, despite the higher labor costs. It is also the case that jobs at high-wage firms tend to last longer; thus, it does not appear to be the case that workers at those firms are worked so hard that they prefer to work less hard elsewhere for a lower wage. There has been some modest widening of wage premiums over time between firms that have persisted over the entire period; however, the main source of rising inequality between firms in Germany is the emergence of low-wage firms that specialize in hiring low-wage workers. This appears to be happening in the United States as well, although we do not have the data to establish that with certainty.
One possible interpretation of the wage premiums offered by the best-paying firms in Germany is “rent-sharing”; that is, workers at more profitable firms are paid a share of the higher profits—perhaps because they have some bargaining power, or a successful union. Rent sharing does not appear to be the whole story, however. Recent studies of rent-sharing (including one I conducted with co-authors using data for workers and firms in Italy) typically find quite a small response of wages to shifts in firm profitability, such as the opening up of trade, or the granting of a patent.\textsuperscript{12}

The good news for poverty research is that the firm-specific wage premium appears to be the result of higher productivity, rather than the cause. For example, a case study of a company that switched from hourly pay to piece rates found that the firm got more productivity out of their workers after the change, but the workers also earned more.\textsuperscript{13} Workers who did not like the new system left, while the new workers who came in had much higher productivity. This reflects what appears to have happened in Germany on a larger scale; the emergence of new kinds of firms with new kinds of pay policies, which attracted the more highly skilled workers, got more productivity out of them, and paid them substantially more.

**What other features of the labor market can be explained by firm wage premiums?**

Firm effects may also be useful in explaining other features of the labor market besides wage inequality. For example, why do wages change during the business cycle, and to what extent do wages change for people who switch jobs, compared to people who stay in the same job? During a recession, wages tend to drift down because (1) the wage at a given job does not keep up with inflation, and (2) job changes during a recession tend to generate wage decreases. Again, this pattern can be largely explained by firm effects. Figure 4 shows that in Germany during the 2000s, as the economy went through first a recession and then an expansion, wages for continuing jobs stayed fairly flat, while wages for job changers dropped steeply during the recession, and rose even more during the expansion. The dotted line on the figure shows how much of this is explained by knowing the average wage premium paid by the firms being switched between; this line accounts for nearly all the difference in wage changes between continuing jobs and new jobs. Also important is where the jobs come from. The relative share of new jobs that are in the bottom quintile of job quality tracks very closely with the unemployment rate; if you are trying to get a job during a recession, most of the new jobs available will be low-paying ones.

Another labor market feature that can be informed by firm effects is early career progression. Figure 5 compares annual wage increases for two groups of young workers, those who changed jobs and those who stayed in their first job, over the first five years of their careers. On average, there is a large wage gain after the first year of employment, then smaller wage gains each following year. Those who change jobs achieve even larger wage gains. About two-thirds of that...
difference is attributable to the tendency of young workers to move to firms with larger firm-specific pay premiums. In other words, a large share of career wage growth appears to be related to the process of finding a job in a “good firm.”

Finally, firm effects can be useful in understanding gender-based wage gaps. Firms with higher proportions of female employees tend to pay less than those with higher proportions of male employees, with a wage difference between all-female and all-male firms of about 15 percent. How much of this gap is explained by all employees at a given firm being paid less, and how much to women being paid less than men? In a study using data from Portugal, my colleagues and I found that 20 to 25 percent of the average gender gap is because women are clustered at firms where both men and women are paid less.\footnote{14} A smaller, but still potentially important share is explained by the fact that women seem to get a little less out of working for “good firms”—perhaps because they spend less time and effort bargaining for the highest possible wage. While we do not have the data to do a similar analysis in the United States, the limited analysis that has been done leads me to believe that about the same proportion of the U.S. wage gap between men and women is attributable to gender distribution among firms.

What else might be related to firm wage premiums?

There are other wage gaps that may be related to firm-specific wage premiums. For example, I believe that a substantial portion of the racial wage gap can be explained by differential access to better-paying jobs. There is also an education gap, documented in the German data. Heining, Kline, and I found that nearly all the rise in return to education in Germany can be explained by an increasing concentration of highly educated workers at firms that pay higher wages to everybody. The benefits of being at the higher-paying firms are increasingly going to those with more education. Finally, work on wage patterns among immigrants in Portugal found that about one-third of the rise in wages after arrival in the country can be attributed to new immigrants beginning in low-paying jobs, then gradually transitioning to better-paying firms.

There are a couple of other areas where I believe this framework could be very helpful. One is networks, such as friends and other social groups. I believe an examination of network structures would document the utility to job-seekers of having people with high-paying jobs in their social networks. Similarly, this model could be useful in looking at inter-

---

**Figure 5. Wage gains to job mobility in the first five years of a career.**

*Note:* The sample includes German men who had their first full-time job during 1986 or 1987 at age 22 to 24.

generational correlation in earnings. Data from Scandinavia show that a very large proportion of young blue-collar workers start out working at a firm that one of their parents works at. This means that if your parent has a good job, you are more likely to get a good job.

Conclusions

A framework that acknowledges the importance of firm-specific wage premiums represents an important new direction in which we could take labor market analysis, and appears to be quite helpful in explaining rising wage inequality. Other areas in which this paradigm may be helpful include cyclical wage variation, early career progression, and gender wage gaps. There is still considerable theoretical work to be done in explaining the empirical results, but what has been found so far appears to be quite useful in understanding how the labor market works. It is really important to get a good job, now more than ever.


There is some overlap between these periods, described in detail in Card, Heining, and Kline, “Workplace Heterogeneity and the Rise of West German Wage Inequality.”
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U.S. welfare policy researchers are increasingly considering the role of low-wage job conditions as they seek a deeper understanding of the process by which welfare recipients “churn” in and out of employment. This work, drawing on perspectives from sociology, industrial relations, and management studies, builds on more dominant scholarship on workers’ individual-level characteristics—for example, personal barriers to employment such as having young children, mental or physical illness, and lack of transportation. Incorporating organizational and other contextual approaches to the study of employment at the front lines of the labor market, researchers have noted that workers in similar low-wage and low-skill jobs face very different working conditions within and across firms, net of workers’ human and social capital qualifications and often within the same local labor market. That is to say, organizations—in this case, workplaces—matter.

The paper on which this article is based built on this line of scholarship, reporting on the results of a study that involved in-depth interviews with operators of 15 full-service restaurants. The purpose was to investigate how organizational and other contextual factors corresponded with the quality of waitstaff jobs, including their compensation and access to work hours. I found that job quality varied by three major structural attributes of the restaurants, including whether they were urban, suburban, or rural; their staff size; and their status as independently owned versus chain-affiliated. This result points to the constraining role that these structural factors have over employers’ discretion to set compensation, staffing, and scheduling. Equally notable, I observed that waitstaff jobs were paid and scheduled differently across establishments that were structurally similar. This variation suggests that even when sharing major structural characteristics, restaurants choose a range of strategies to manage labor expenses, some “higher road” (meaning practices whose benefits extend beyond profits to include workers and sometimes the community) and others “lower road.” Each of these scenarios has implications for the economic vulnerability of waiters and potentially other minimum wage workers.

How employers shape job quality

The U.S. approach to employment regulation gives employers considerable discretion to shape the employment contract. Aided by historically weak labor unions and the extended economic downturn, employers within the growing service sector have tended to respond to customer demand for high quality at low cost by taking robust steps to minimize labor expenses. Indeed, in many cases front-line managers are given a limited number of payroll hours within which they are required to staff their cash registers, kitchens and dining rooms, hotels, and call-in centers. Firms are free to decide whether or not to offer fringe benefits such as paid time off or health insurance, how much if anything to contribute towards employee insurance costs and supplemental retirement savings, and how long and how many hours a week employees must work in order to be eligible for benefits. The federal minimum wage, $7.25 per hour since July 2009, is set relatively low, and payment of increments above that rate are fully voluntary on the part of the business (18 states and the District of Columbia have higher rates, with Washington state the highest at $9.19). Firms are not required to guarantee a minimum number of hours per employee, as minimum daily pay laws do in other countries. In these ways, employers are able to limit their fixed labor expenses. Firms also use additional strategies for managing variable labor costs. Minimizing the number of workers per shift and engaging in “just-in-time” scheduling—including calling employees in at the last minute when customer traffic is high and sending them home when it slows—provide firms with the flexibility to allocate labor only as dictated by short-term business demand.

Within restaurants specifically, employers can draw on a range of other tools for minimizing employee payroll costs. By requiring (or imposing a strong expectation) that waitstaff share a portion of their tips with nontipped staff—called “tipping out”—employers effectively benefit from having the wages of their nontipped staff subsidized by their tipped coworkers, and can thus pay nontipped workers less. American waiter jobs are typically paid at or near the prevailing minimum wage, so U.S. federal and state minimum wage laws are a core constraint on cost containment; in all but seven states, however, “tip credit” laws permit restaurants to pay a subminimum wage for tipped employees (ranging from $2.13 in 13 states to $7.00 in Hawaii) that has over time been raised far less often than the regular minimum.
Even when cost-neutral, restaurants’ approaches to employee scheduling can dramatically affect waiters’ take home pay due to variations in tipping levels across times of day (breakfast versus dinner), days of the week (weekdays versus weekend), and even sections of the restaurant (back room versus central “people watching” area of the establishment). How hours are doled out can also affect employees’ capacity to work them: posting schedules at the last minute, changing shifts after they have been set, and offering employees minimal control over their work hours can all make it challenging to secure child care and transportation.

Job quality by firm geography, size, and ownership

In my study of low-end, full-service restaurants in Washington state, I examined how firms’ geographic location (urban, suburban, and rural); number of employees; and independent ownership versus chain affiliation aligned with the compensation and scheduling of waitstaff jobs. Washington offers a striking case for investigating low-wage jobs that are typically paid at the legal minimum rate—waiters—given that the state has the highest minimum wage in the country ($8.67 at the time of the study), one that is adjusted annually for cost of living changes; and that Washington is one of the seven states that does not permit a subminimum wage to be paid to tipped workers. As such, Washington restaurant employers face an unusually strong constraint from the financial effects of the law, and a strong incentive to counter these effects.

Geographic location

Research from the fields of sociology and geography suggests that rural, suburban, and urban location may shape firms’ employment practices through relationships to characteristics of labor demand and supply. With respect to urban environments, research on social polarization suggests that economic restructuring has diminished the quality of jobs there. City labor markets have hollowed out as large multinational firms have created a simultaneous demand for high-level professional positions and low-level service jobs. The rise of labor offshoring by firms has further reduced choices of high-quality jobs at the lower end of the labor market in many urban areas.

Meanwhile, suburbs have enjoyed “relatively high rates of new firm entry, survival, and growth,” generating many new service sector jobs. This workforce may be dominated by married women with children who, in the face of domestic responsibilities, place limits on their geographic mobility for work and thus face wage penalties. The presence of better compensated partners may also render these workers more open to jobs that pay little or offer few or no fringe benefits, especially in exchange for scheduling flexibilities that facilitate dual work and care responsibilities. These conditions render this labor pool a relatively captive audience for local employers, and result in the “suburbanization”—or reduction in quality—of some jobs.

Finally, in rural settings, a higher proportion of employers than in metropolitan areas pay just minimum wage and offer unstable, part-time hours. As a result, a higher proportion of rural than urban workers have low-wage, hourly jobs. These conditions have several causes, including a concentration of low-end services and small firms that focus on lower-skilled production, the small size and geographic isolation of the rural labor force, comparatively weak governmental regulations and unions, and growing labor competition from globalization.

I considered the association between restaurant geographic location and employment practices by comparing sites located in five urban, five suburban, and five rural areas. Average hourly tips increased from rural to suburban to urban settings, spanning $1 to $22.50 at rural sites; $7 to $22 in the suburbs; and $13.50 to $50 in the urban areas. Firms’ policies for requiring waiters to share their tips also showed some slight geographic patterning, with rural restaurants imposing higher tip-out expectations than sites in the suburban area; urban restaurants generally required still less tip sharing than the suburbs. The combination of lower tips and higher tip-out requirements was particularly constraining on rural waiter incomes. Further compounding this, owners from two of the rural independent restaurants were alone in reporting that they made seasonal reductions in waiter hours or waitstaff. More rural restaurants provided paid vacation than their suburban and urban counterparts, however. In contrast, in addition to offering higher tip-earning prospects, the urban restaurants had the most full-time waiters: three of the five urban sites had half or more of waiters working full-time hours. Full-time status was especially meaningful because eligibility for health insurance, when offered, was limited to full-time employees.

Firm Size

Two divergent perspectives describe the relationship between firm size and a range of organizational and worker outcomes as being shaped by organizational resources and culture. In the first account, small businesses lack the resources to pay workers as well as their larger competitors. Consistent with this, one study found that smaller firms (10–24 employees) were twice as likely as larger ones (50–99 employees) to pay one-fourth or more of their employees just the minimum wage, at 13 percent versus 6.5 percent; 11 percent of companies in the middle-size range paid one-fourth of workers the minimum. According to the second, “small is beautiful” notion, one not mutually exclusive of the resource constraint story, firms with smaller staffs are often run with an informal and personal approach, where workers may be willing to accept lower wages in return for a more congenial work environment.

Although firm size has often been depicted in research by employee headcount, scholars have begun to document a trend that may be rendering the measure an increasingly poor indicator of functional firm size: employers’ keeping many more employees on payroll than they typically schedule as
a strategy for covering nontraditional work hours or sudden spikes in business.17 Historic relationships between staff numbers and a range of organizational and job characteristics may be affected as a result.

I examined the relationship between firm size and employment practices by comparing the six small, three medium, and three large independently owned restaurants. Average hourly tips were lowest at the smallest restaurants, ranging from $1.50 to $15.00, though two small sites were alone in paying incrementally above minimum wage. Among the independent establishments, only the larger sites—all of the “large” and one of the “medium”—provided employee health insurance. The small sites also had particularly low levels of full-time waiter positions relative to their larger peers. Still, schedules were generally more stable at the smaller restaurants, which also tended to concentrate more hours on their waiters. More than one-half of the nine small and medium establishments, but none of the large sites, scheduled more than one-half of waitstaff for busy shifts, and one-third or more when slow.

**Chain affiliation**

A firm’s affiliation with multisite chains through corporate ownership or franchising agreements constitutes a third characteristic with implications for employer practices. Through corporate relationships, chain-associated establishments have access to greater resources than their independent competitors, including economies of scale when negotiating and purchasing employee fringe benefits. Chain-owned long-term care facilities have been found to provide better wages and health care benefits than their independent peers.19 Chain-affiliated businesses may skimp on job quality, however, if their overseeing corporations emphasize efficiency. In addition, their corporations’ lack of connection to the communities in which they are situated may limit chain sites’ orientation to providing supportive employment opportunities.19

I considered the association of firm ownership status and employer practices by comparing the three independently owned “large” sites with the three affiliated with a chain. These two types of larger restaurants exhibited identical employment practices with one exception: the independents in the rural and urban areas gave waiters input on work hours, whereas their chain counterparts did not. All of the chain locations and large independents offered employee health insurance and paid vacation. According to the three chain managers, their sites’ uniform provision of benefits was a product of corporate headquarters’ oversight in setting employee compensation, provided in two tiers. Managerial staff was offered better, more affordable health insurance as well as a retirement savings plan, and hourly workers a more limited insurance plan at higher out-of-pocket expense and no retirement option. Owners of the large independents made no mention of distinct classes of benefits.

As noted earlier, a set of independent restaurant owners—but notably, no chain site managers—distinguished themselves in energetically lamenting the business impacts of the state minimum wage mandate. They were particularly displeased with the lack of a tip credit that would otherwise permit them to pay waiters less than the base rate, and the annual imposed “pay raise” (cost of living adjustment) for those same workers.

**Job quality as a matter of employer discretion**

In addition to finding variation in waiter compensation and scheduling that was patterned by firm geographic location, staff size, and ownership, I observed that the restaurants shared many approaches to constructing the waiter job irrespective of structural attributes. These practices make the job more or less stable and sustainable for its occupants.

**Fluctuations in customer tips**

Though the American concept of customer-paid gratuities is to differentiate and reward service of varying quality, restaurant operators well knew that tipping was often out of the hands of waiters. In some cases, a restaurant’s ambience limited tip levels, as with the small rural independent restaurant, whose owner reported that a competing chain site “has good tips for waiters because they’re well-known and people like dining over there. Here, people don’t consider it a tip place. They consider it like a McDonald’s, even though there is a server that waits on them.”

Employers also strongly influenced their waiters’ tip income, however. The section to which waiters were assigned also played a big role in their prospects for tip earnings. Managers and owners talked about waiters’ needing to “earn” their sections, and even that being assigned “better sections” was how the restaurant provided pay raises to waitstaff. Not surprisingly, the task of section assignment was closely guarded, typically limited to managers or owners and sometimes senior waiters, who could assign themselves the best sections. Assignments were typically based on performance and seniority, so that new waiters often had to accumulate extended work history before they could access this potential higher income source.

In spite of this openly discussed variation in tip levels, all 15 restaurants expected waiters to share their tips from each shift. Rates of tipping out ranged across restaurants from a specified dollar amount per non-waitstaff coworker, to a percentage of sales, to distribution of shares from a tip pool. In each restaurant, however, these tip-out rules did not appear to vary by waiter section, shift traffic, or hours worked.

**The burden of benefits**

Restricted benefits were broadly the norm in the restaurants studied, with some variation observed within that narrow range, as reported above. No employers gave paid sick days;
nine of the 15 sites offered paid vacation. Although health
insurance was offered by seven restaurants, owners and man-
gers—both at sites that did and did not extend the benefit
to waiters—raised several concerns about doing so, includ-
ing high cost, administrative burden, and lack of employee
interest. The owner of a small rural restaurant reported that
she had looked into arranging medical and dental coverage
through the state restaurant association, a business lobby-
ing group for the industry, and was told that she needed at
least three employees to participate; at the time of the inter-
view only she and her husband, both restaurant employees,
wanted to enroll.

Strategic staffing and scheduling

Use of part-time waiters was widespread, with just four of
the 15 restaurants having one-half or more of waitstaff work-
ing full-time. Although offering reduced hours to certain em-
ployees such as students and primary caregivers can reflect
an employers’ attempt to make work-life accommodations,
numerous owners and managers spoke of a primarily fiscal
reason for this practice, including avoiding benefits eligibil-
ity. As reported by an owner of a small urban restaurant, “You
have to provide benefits for employees working full-time.
The restaurant would go broke if we gave benefits to all.”

Managers also restricted waiter hours to maintain desired
ratios between labor costs and customer sales, which could
fluctuate during, as well as across, shifts, days, and seasons.
Two owners of large independent establishments, one rural
and one urban, spoke in detail about this practice. The rural
owner reported that he had set a goal of 21 percent for the
ratio of labor outlays to total sales by the end of each day.
He and his managers reviewed labor and sales information
every half-hour of the business day. “The labor percentage
can’t exceed 29 percent at 3 p.m., or it’s unlikely to drop
to 21 percent” by the end of the day, he explained. “At that
point, managers know to ask some folks to go home,” with
weaker performers typically sent home first. The urban
owner reported a similar if somewhat more lax goal: “You
need to keep employee costs to about 30 percent.” Strikingly,
the rural owner noted that he had lost many employees to the
competing chain site that has a reputation for high wages and
tips—but that restaurant “won’t give them any hours, so we
get them back.”

Eleven restaurants permitted waiters “some” or “a lot” of in-
put into their work days, though rarely hours. Yet comments
from interviewees suggest that restaurants’ accommodation
of scheduling requests often had limits, and that giving input
presented several potential costs to waiters. Four managers
noted that waitstaff could declare availability upon hire, but
that shifts were largely fixed once factored into the restaur-
ants’ master schedules. The manager of the suburban chain
site observed that “restaurant workers have their jobs be-
cause they are flexible,” revealing a blurring of the notion of
scheduling flexibility that is driven by employees versus that
which employers expect from employees. Several managers
noted that they prioritize waiter seniority and performance

in approving requests for schedule changes. Owner and
manager comments also revealed the potential costs to wait-
ers of giving scheduling input. The rural chain manager, for
example, reported that she tries “to give [waiters] whatever
they ask for, since they will stay if you keep them happy.”
But she subsequently stressed that waiters who make mul-
tiple changes to their availability may be let go because “the
general manager has to think about the team and not the in-
dividual. If a server’s availability changes once, that’s okay.”
These conditions may have made any waiters eager for work
hours hesitant to make schedule requests.

Discussion

The findings illuminate how owners and managers in low-
end restaurants establish key working conditions related to
take-home income, benefits access, and scheduling within
specific contexts for doing business that are partially, though
not entirely, set by public policy and organizational geogra-
phy, size, and ownership. Although waiters at the restaurants
in this study all earned at or near the minimum wage, em-
ployers had considerable influence over waiter take-home
pay in order to minimize costs, optimize productivity, or
both. This effect played out in three critical ways: employers
shaped tip amounts—reduced for some, increased for oth-
ers—through their strategic assignment of restaurant shifts
and sections that were associated with variable tip earnings;
they further diminished tip amounts by requiring waiters to
share, or tip out, their gratuities with other staff; and they
controlled the allocation of hours by limiting the number that
waiters receive up front and eliminating hours for waiters
sent home during slow business times. Even the flexibility
that some waiters reportedly enjoyed by being able to pro-
vide scheduling input bore a risk of losing hours and thus
pay, and possibly job security.

With respect to the three structural factors, I found modest
support for the established perspectives on the relationships
between job quality and firm size, ownership and location.
That health insurance was available in all of the large restaur-
ants but just one smaller (“medium”) site suggests that the
resources conferred by restaurant scale facilitate provision
of comparatively high-cost employee benefits. Paid vaca-
tion was also more often offered by the largest restaurants,
which are logistically better able to accommodate waiters’
requests for time off given the larger number of employees
on the payroll to fill in. The large chain restaurants exhibited
practices nearly identical to the large independents, with
the exception among the rural and urban sites of permitting
waiters less input on their work hours (neither large subur-
ban restaurant allowed much hours input, either). The chain
restaurants may have more rigid scheduling conventions as
a product of corporate oversight that emphasizes cross-site
standardization, to the disadvantage of local employees who
may seek schedule flexibilities.

Restaurants with smaller staffs did extend a range of benefits
related to scheduling, generally granting waiters more stabili-
ity and concentrating work hours on fewer staff. The only two sites to pay hourly rates incrementally higher than the legally mandated minimum were also small. These practices may reflect the “small is beautiful” perspective, and thus efforts by resource-constrained firms to provide affordable, compensating supports intended to cultivate employee commitment. The appropriateness of headcount as a proxy for firm size varied in this sample, however, as restaurants with the most waiters on payroll tended to schedule lower proportions of them than smaller sites. “Large” on paper, was not always as large in practice.

Comparing geographic locations, the observed patterns in employer practices echo studies finding relatively poorer quality employment opportunities at the lower levels of rural and suburban labor markets. The urban waiter jobs, with their greater access (in medium and large sites) to the combination of health insurance, paid vacation, opportunity for full-time status, and relatively high take-home income, were the best of the three geographic areas.

The study has several limitations, including reliance on a small sample that restricts the depth and generalizability of comparisons by the three firm features of interest. As documented by a range of past studies but not examined here, firms’ strategies for market differentiation—for example, by offering a high-quality versus low-cost product—may explain some of the divergence in employer practices.21 Local labor market conditions may also have been more influential over employer practices than accounted for here.

Policy implications

The variation seen in employers’ approaches to employee compensation, staffing, and scheduling illustrates the influence employers have over working conditions. The results also show the many components that go into achieving a stable income “floor,” only the wage component of which is addressed by current minimum wage laws. A more comprehensive approach to ensuring minimum pay would guarantee workers minimum hourly wages, minimum hours of work, and minimum advance schedule notification.

While the study results are for waiters, aspects of the challenges described here are shared by other low-wage workers. Retail cashiers and stock clerks, hotel housekeepers, and call center workers do not experience hourly fluctuations in earnings driven by tip variation, but do face many of the same risks of losing paid work hours when they are sent home during slow periods, not scheduled during their stated windows of availability, and scheduled at the last minute when it is too late to make child care arrangements.

Restaurants’ tipping, staffing, scheduling, and benefit provision practices are also related to their geographic location, size, and ownership. This suggests additional structural sources of vulnerability for those workers with limited bargaining power, including lower-skilled and easily replaceable workers, particularly those without seniority or with limited scheduling flexibility. Of course, it would be untenable and likely undesirable for public policy to center on encouraging business attributes shown here to correspond with job quality, such as urban location, large size, and chain ownership. A more feasible approach would be aimed at neutralizing the disadvantages in providing high quality jobs disproportionately faced by smaller and independently owned businesses due to their lack of economies of scale.

One example of such an initiative would be supporting the creation of small-employer collectives that could negotiate for employee health benefits as a larger risk pool, and thus obtain lower rates. Another would be encouraging temporary employment organizations that offered high-quality jobs to individuals filling in at smaller organizations during staff leaves.

Decoupling health insurance from employment through nationalizing health care may represent an ultimately necessary, if perhaps still politically infeasible, strategy to raise job quality at the lower end of the labor market. This would eliminate the cost of health insurance as a deterrent for employers to concentrate work hours on full-time staff, while simultaneously making the remaining part-time jobs a more sustainable option for those employees who preferred them. Once the provision of the 2010 Affordable Care Act requiring employers with 50 or more full-time workers to provide affordable health insurance goes into effect (currently planned for 2015), individuals regularly working at least 30 hours a week should see increased access to health care; however, given fines for not providing coverage, employers will have more motivation than ever to reduce full-time workers to part-time, or to keep their workforces below the threshold.

---


4 Under the Patient Protection and Affordable Care Act, employers with more than 50 full-time employees will be required to provide health insurance to employees who regularly work at least 30 hours a week, or else face a fine.


15.4 percent of rural workers have low-wage, hourly jobs, compared to 13.5 percent of Urban workers. See W. O’Hare, Rural Workers Would Benefit More Than Urban Workers From an Increase in the Federal Minimum Wage, Fact Sheet No. 4, Carsey Institute, Durham, NH, 2007.


The $50 per hour tip income estimated by the owner of the large urban independent site is striking in the context of a study of low-end restaurants. The restaurant’s menu had pricing in the range of other establishments in the study, suggesting that the site is a very high-volume sales environment; in addition or instead, customers frequenting this site may tip more generously.


Interestingly, this owner reported not providing a health insurance option to his employees. U.S. employers are not currently required to provide health insurance. The owner may believe either that he is required to offer such coverage to full–time workers, or that full–time workers would demand it even though it is not legally required.
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