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It may seem self-evident that social welfare programs should regularly be assessed and refined in the light of lessons drawn from experience. Nevertheless, systematic program evaluation is a recent development. Modern evaluation practice is generally agreed to have begun in the middle 1960s, when initial attempts were made to evaluate programs enacted or proposed as part of the War on Poverty.¹ Evaluation has since spread rapidly; today, almost every substantial social program is subjected to some form of evaluation.² At the same time, evaluation has evolved into both a professional discipline and an industry.³

There now exists a consensus that program evaluation is important and should be an integral part of the policy process. But there is no consensus on the manner in which evaluations should be performed and the way their findings should be interpreted. At the moment, the most heated controversy concerns the relative merits of statistical analysis of controlled social experiments and econometric analysis of actual program outcomes. A less visible, but simmering, dispute questions the logic of the traditional distinction between “process” and “impact” evaluations.

Enactment of the Family Support Act of 1988 makes it timely to ask where we are in the evaluation of federal social welfare programs. The Family Support Act will be the focus of evaluation efforts in the next several years. Under Title II, the Job Opportunities and Basic Skills Training program (JOBS), Congress mandated separate “implementation” and “effectiveness” studies of training programs initiated by the states under the Act.⁴ Taking unusually specific action,
Congress even stipulated the mode of data collection for the effectiveness study: "a demonstration project conducted under this subparagraph shall use experimental and control groups that are composed of a random sample of participants in the program."^5


The present article offers one person's perspective on the evaluation of federal social welfare programs. To focus the discussion, I first present a flowchart describing an important class of federal programs. I then describe and critically assess current practice in evaluating such programs. The article concludes with recommendations for improving evaluation practice.

**Schematic of a federal social welfare program**

Figure 1 outlines a typical federal social welfare program. Three existing programs, Aid to Families with Dependent Children (AFDC), the Job Training Partnership Act (JTPA), and Unemployment Insurance (UI), share this structure.

Arrows 1, 2, and 3b trace the process by which a program is fleshed out. Federal statutes and regulations sketch the program, leaving a state with substantial discretion in the way it will comply with the federal mandate. Negotiations between the state and the federal government yield an accepted state program. The state-federal agreement specifies major program provisions but inevitably leaves many details to be tied down by the state as it administers the program. Program administration may itself be a multi-tiered process, involving state, county, and local agencies as well as private service providers; this subprocess is omitted from the figure for the sake of simplicity. In the end, decisions about program eligibility and specification of treatments may be made by individual caseworkers in local welfare offices and by service providers operating under government contract.

Arrows 3a, 3b, and 3c describe the determination of program participation. A participant emerges from the population when a potentially eligible person applies for entry into the program. Eligibility is not determined solely by the program's formal rules; in practice, the rules are interpreted by local officials. Moreover, in many cases, initially ineligible persons may become eligible by modifying their behavoir appropriately. The participation process takes place in an environment shaped by the local economy and social norms. In particular, a person's economic options and the social stigma associated with program participation will be influential as a person decides whether to become eligible and to apply to the program.

Arrows 4, 5a, 5b, and 5c show the program's potential impacts. The term "impact" is sometimes applied only to the program's direct effect on participants. But attention must also be given to feedback effects, shown in the dotted arrows. For example, a training program may have effects on the operation of the labor market; a program for the homeless may affect the housing market. The social stigma associated with a program may change with the number of persons who participate. A state may revise the way it administers a program as it observes how the program affects participants. A program may even alter the composition of the population of an area; for example, it is often asserted that a relatively liberal AFDC program makes a state a "welfare magnet."

---

**Figure 1: A Federal Social Welfare Program**

**Note:** Dotted lines indicate feedback effects.
Evaluation practice

In principle, an evaluation of a federal social welfare program should seek to illuminate the entire complex process depicted in Figure 1. To be useful in policy formation, an evaluation should seek to answer counterfactual questions: what would change if some aspect of a program were altered? In practice, evaluators inevitably simplify this daunting task. Three major simplifying features of current evaluation practice follow.

- Restriction of the domain of counterfactual analysis

Of all the processes shown in Figure 1, the only ones regularly subjected to counterfactual analysis are program participation (arrows 3a, 3b, and 3c) and the direct impact of a program on participants (arrow 4). The federal-state negotiation of an agreed program (arrow 1) is generally ignored entirely. Program administration (arrows 2 and 5b) is subjected only to process evaluation, traditionally a descriptive exercise rather than a systematic comparison of the existing program administration with alternatives. Feedbacks to the socioeconomic environment and to the population (arrows 5a and 5c) are sometimes noted as possibilities, but are almost always ignored in actual evaluations.

A striking feature of evaluation practice is its disciplinary specialization. Process evaluation of program administration is the province of qualitatively trained political scientists. Program participation and impacts are analyzed primarily by economists, almost always using some quantitative approach.

- Separation of impact analysis from participation analysis

Many analyses of program participation and impacts seek to interpret “natural variation” across programs: either cross-sectional variation in outcomes across states with different versions of the program or time-series variation within a state that alters its program. It is by now widely recognized that the analysis of natural variation requires the evaluator to analyze program participation and impact jointly. The people who choose to become eligible and apply to a program are presumably those who expect the program to have a favorable impact on them. Provided only that expected impacts are related to actual ones, program participation and impacts are jointly determined outcomes.

The use of natural-variation data to jointly analyze program participation and impact is generally agreed to pose a difficult scientific task. As a consequence, evaluators who wish to analyze impacts and are not concerned with participation per se have often turned to “controlled social experimentation” as a mode of data collection. In the typical controlled social experiment, persons who apply to a program are randomly assigned to different versions of the program, perhaps including “non-treatment.” Random assignment ostensibly breaks the tie between participation and impact that is inherent in natural-variation data. Hence, the evaluator can study impacts without having to jointly analyze participation. Thus, controlled social experimentation promises a substantial simplification of the evaluation problem.

- Industrialization and standardization of program evaluation

The major program evaluations of the 1960s and early 1970s were designed and performed by academic researchers, in collaboration with early evaluation professionals. While small-scale analysis continues to take place in universities, large-scale program evaluation has increasingly become the domain of private firms specializing in such endeavors.

The emergence of an evaluation industry has been accompanied by increased standardization in the design, performance, and presentation of findings from evaluations. Standardization is most notable in the analysis of direct program impacts, as the evaluators of social welfare programs have sought to emulate the routinized controlled-experimentation procedures of the physical and biological sciences.

Weaknesses in current practice

The inherent complexity of program evaluation makes efforts at simplification essential. At the same time, we must be careful not to simplify away essential aspects of the evaluation task. I believe that current evaluation practice sacrifices too much in the name of simplification. Several weaknesses now limit the usefulness of our evaluations.

Failure to recognize that process is part of treatment

The distinction between process and impact evaluation, albeit long-standing, is untenable. A federal social welfare program is not a complete set of procedures whose implementation can be monitored and controlled perfectly. In reality, a federal “mandate” to the states only establishes a set of rules and incentives intended to influence the behavior of the states. Similarly, a state cannot perfectly monitor and control the administration of a program; it can only establish a set of rules and incentives intended to influence the behavior of the local agencies and service providers that ultimately carry out the program. The lesson is that, from the perspective of federal policymaking, a program is not defined solely by its treatment of participants; it is defined as well by its treatment of state governments, local agencies, and service providers. Hence process is part of treatment.

The established practice of separating process and impact evaluation has adverse consequences. Process evaluations only describe program administration, but policy formation requires answers to counterfactual questions. We need to know how program outcomes would change if the rules and incentives given to states, local agencies, and service providers were altered. For example, how would states change
their existing programs under JTPA if the federal government were to alter the performance standards now in place. How will states change their JOBS programs when, as expected, performance standards for the program are eventually enacted? How do the job training and basic education services provided by private contractors under JTPA and JOBS change as a function of the prevailing payment formula?

The failure to recognize that process is part of treatment also has troubling implications for the interpretation of findings from controlled social experiments. Findings from an experiment are useful only if program administration under the experiment does not systematically differ from administration in a full implementation of the program. There are many reasons to question this premise. Small-scale experiments typically do not produce the same local caseloads as do full program implementations. Nor do they provide caseworkers and program participants with the same information about program features and impacts. Particularly problematic is the fact that social experiments cannot be performed using the double-blind protocols of medical trials, in which neither experimenter nor subjects know who is in each treatment group. Caseworkers and service providers necessarily know who is in each treatment group and cannot be prevented from using this information to influence outcomes.

**Inappropriate extrapolation from controlled social experiments**

The assumption that the program administration observed in a controlled experiment will remain unchanged when the program is implemented fully is one of several common but inappropriate extrapolations from experiments to the real world. Another is the widespread assumption that the pool of applicants to an experimental version of a program will remain unchanged when the full-scale version of the program is implemented. This is not plausible, because the private value of applying to a program with randomized treatments is not the same as that of applying to a program with known treatment. A third improper extrapolation arises from the practice in social experiments of ignoring feedbacks from the program to the socioeconomic environment and population. The scale of the typical social experiment may be too small to discern feedback effects that become prominent when the program is implemented fully.

The difficulty of extrapolating from an experiment to the real world has long been known. Extrapolation problems arising in the social experiments of the 1970s led evaluation researchers of that period to become cautious in interpreting experimental evidence. Unfortunately, the lessons of the 1970s seem not to have been learned by today's social experimenters. Among this group, a proper awareness of the difficulty of natural-variation analysis has often been accompanied by an overly sanguine view of experimentation. Some have gone so far as to assert that only experimental evidence should be used to evaluate social welfare programs. It is important to recognize that deep problems hinder the interpretation of both experimental and natural-variation data.

**Lack of balance between applications and basic research**

From the mid-1960s through the late 1970s, evaluations of social welfare programs nicely blended applications and basic research. Specific programs were analyzed and policy implications drawn. At the same time, innovation in evaluation methods took place and a base of empirical knowledge guiding future evaluations was established. Social scientists, evaluation professionals, and public officials not only worked together but sometimes traded hats.

In the past decade, funding for basic evaluation research has substantially diminished. Simultaneously, the public has increasingly demanded proof of the effectiveness of existing and proposed social programs. The consequence is that evaluation today is dominated by tightly focused applications with short horizons. Government and foundation funding is allocated largely through contracts calling on the evaluator to provide specified deliverables on a fixed schedule. The contractor's task is usually to compare the short-run direct impact of a given program with that of a particular alternative.

Restoration of the balance between applications and basic research is sorely needed. The existing environment has clear negative implications for the long-term health of evaluation practice. Present contractual funding promotes unimaginative evaluations, executed using conventional procedures, reported in a standardized format. It discourages innovation in methods, stifles efforts to understand the complex set of processes that define a program, prevents evaluation of long-term program impacts, and inhibits creative thinking about the design of new programs.

**Recommendations**

These weaknesses in current evaluation practice indicate the need for changes:

1. The conventional separation of process and impact evaluation should end. The operational definition of program treatment should be expanded to include not only the treatment of participants but also the treatment of state governments, local agencies, and service providers. Evaluations should seek to answer counterfactual questions about all the dimensions of treatment.

2. The assertion that evidence from controlled social experiments is qualitatively superior to natural-variation data should be dismissed, as it is not supportable. Program evaluations should employ both experimental and natural-variation data, in all cases with due caution.
3. The present funding imbalance between applications and basic evaluation research should be corrected. Effective collaboration of social scientists, evaluation professionals, and public officials once made the evaluation of federal social welfare programs a creative enterprise with both immediate and long-term benefits to society. This collaboration must be renewed.
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